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EXECUTIVE SUMMARY

This report is a manifestation of the requirement, in
Tennessee Code Annotated, Section 49-5-5103(4) of Tennessee's
Comprehensive Educational Reform Act, for evidence of the extent
to which the Career Ladder System (CLS) is valid for making
inferences about the professional competency of teachers. To
fulfill this required activity (Appendix A), we have investigated
two kinds of evidence: (a) evidence of the extent to which the
content of the evaluation procedures reflect sound theory,
empirical findings, and best practice and (b) statistical
indicators of the extent to which the procedures contribute to

accurate "scores" and, hence, inferences about teacher competency.

Parameters of the Study
The principles which guided our investigation include the
following:

1. The entire system, rather than individual instruments or
procedures, should be the basis for judging the validity of
inferences about professional competency. Sound measurement
theory and practice suggest that no single data source can
consistently provide an accurate indicator of a complex
construct such as instructional competency. The validity of
inferences rests with the system of indicators and not with
individual measures which make up the system.

2. Our charge has been to investigate evidence for the validity

of the CLS; it has not been to evaluate the CLS. Validity

-
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studies are context and purpose specific, focussing on the
extent to which the inferences made from particular data sets
are appropriate, meaningful, and useful with regard to
particular circumstances. Evaluation studies, on the other
hand, are policy oriented. While our findings may have
implications for policy, our study has not been policy
driven.

3. Since validity is context and purpose specific, it has not
been possible for us to determine the extent to which the
Tennessee CLS may be used to make valid inferences for
unintended purposes. The results of this study are meant

within a particular context and should not be

overgeneralized.
4, The limits of this study should affect the interpretation and
generalization of results. These limitations include (a) our

exclusive reliance upon extant data, (b) our exclusive focus
on teachers, and (c¢) our study of group differences in

percent passing to the exclusion of bias.

Q f Findj
The overall findings yielded by our investigation are
highlighted below.
Development Activities. Existing documentation justifies the
conclusion that technically sound and professionally recognized

procedures were used to identify the domains and competencies

assessed by the CLS instruments. The evidence further suggests
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that the processes and methods used to modify and refine the

various instruments and procedures over time have been

appropriate, politically sensitive, and based on the results of
data analyses, expert judgment, and feedback from CLS
participants.

Content of the TIpstruments. Given appropriate training and
implementation, results yielded by the instruments should
contribute to valid inferences regarding teaching quality. The
instruments' competencies and indicators are based on effective
teaching research, consensus by Tennessee teachers, expert
judgment, and the reasoned approval of the State Certification
Commission (SCC).

Evaluator Selection. The criteria and procedures for
selecting evaluators are basically sound. The application
criteria include teaching experience, subject matter and grade
level expertise, writing ability, and communication skills. All
of these seem both reasonable and necessary basic qualifications

which, along with an adequate training program, should yield

competent evaluators. The current selection process is reasonable

ana responsive to the need to fairly interview large numbers of
candidates within short and intense timeframes. The process
appropriately requires that (a) all applications be read by two
Department of Education staff and rated according to the
qualifying criteria and (b) highly rated candidates be personally

interviewed by two members of the staff.

(-




Evaluator Training. There is strong evidence that the content

of training in the Dialogue, Observation, and Professional

Development and Leadership Summary (PDLS) instruments is
appropriate and adequate. We observed the training to be of
sufficient duration and depth to provide a basis for reliable use
of the instruments and related procedures. By comparison,
training in Questionnaire administration is minimal. The need for
extensive training is minimized by the straightforward
instructions for Questionnaire administration contained in the
Evaluator Manual (e.g., Tennessee State Department of Education,
1988-89). Nonetheless, actual administration allows for
discretion on the part of the evaluator--discretion which seems
reasonable but which may also influence the reliability of
results.

Rater Reliability and Implementation. To be certified as
evaluators, trainees must meet the criteria for reliability. The
criteria are based on 80% agreement with pre-established expert
judgment . Hence, it may be concluded that certified evaluators
are able to reliably apply the Dialogue, Observation, and PDLS
instruments. The extent of interrater reliability based on actual
classroom observations, rather than on training tapes, however, is
not known. Also unknown is the extent to which a candidate's
writing ability is undoubtedly and unavoidably confounded with the
quality of the activities assessed by the PDLS. Several controls

have been built into the system to help compensate for such




confounding (e.g., independent readings and ratings by two
evaluators who must reach conéehsus).rr

The Student and Principal Questionnaires are reliable as
demonstrated by their internal consistency coefficients. However,
the validity of the Principal Questionnaire should be interpreted
with caution since the principal's ratings are jndividual,
identifiable from other data sources, and ultimately known to the
candidate.

Group Differences in Passing Rates. The data indicate that
black teachers have been somewhat over-represented at Career
Ladder Level I and under-represented at Levels II and III. This
finding, regardless of pcssible reasons such as missing data, held
for every yeair analyzed (1986-89). There are also gender
differences in passing rates. Female applicants, particularly for
Level III, have a higher success rate than do their male
counterparts. Alternate composite scores, based on systematic
exclusion of individual domain scores, were used to estimate
fajilure rates by race and sex. The alternate composites did not
substantially change the group differences in passing rates.

There is relatively little variation in passing rates across
the major geographic regions of the state. However, relatively
large differences in the percentage of teachers at Career Ladder
Levels II and III exist with respect to per capita income.

Exterpnal Criteria. Teachers judged as outstanding on grounds
other than the CLS are more likely to apply for CLS candidacy than

their unrecognized peers. They are also more likely to achieve

R,




Level II or Level III status, indicating that the CLS is a valid
indicator ofrtéaching éxcellenéeerrw; . - o

Psychometric Properties. 1Insofar as applicable, internal
consistency reliability has been established for each of the CLS
domains: Planning, Teaching Strategies, Evaluation, Classroom
Management, and Professional Development and Leadership. The
magnitudes of the five domain coefficients are reasonable,
especially since high internal consistency is not a requirement
for effective measures based on composites of relatively
heterogeneous subscores.

Multitrait-multimethod methodology provided weak evidence of
convergent validity among domain scores and no evidence of
differential validity. These findings are not notably unasual and
suggest the importance of using more than one evaluation method to
arrive at composite scores as well as the importance of basing
decisions regarding CLS attainment levels on composite, rather
than individual domain, scores,.

The high correlations between scores within each domain and
their corresponding domain scores suggest that the Principal
Questionnaire and consensus scores are technically unnecessary.
However, their inclusion in the system adds to the credibility of
the process and does not detract from its validity.

The domain scores for all domains except Professional
Development and Leadership have relatively high intercorrelations.
These findings suggest that relative standings across domains

should be interpreted cautiously.
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Analyses of composite scores that were based on the systematic
elimination of single domain_scores and weighted combinations of
the remaining scores indicates that similar decisions regarding
attainment levels would result. Hence, while all domain scores
positively contribute to the composite score, eliminating single
domain scores and redistributing the weight of the missing domain
score among the remaining domains does not differentially affect

attainment decisions about Career Ladder Levels.

Overall Conclusion

Within the confines of the legislation, the enormity of the
task, and the available resources, CLS staff have done a stellar
job of conceptualizing, developing, and implementing a model
teacher evaluation system that allows for valid inferences about
teaching quality. Suggestions for further consideration or study

are provided at the end of Chapter VII.




Chapter I: Introduction

The appropriate, useful, and meaningful evaluation of
education 1s a complex enterprise. When educational evaluation
involves judgments about the competency of personnel, it is
additionally and particularly controversial. Nonetheless, public
and political pressure to engage in such evaluation has increased
throughout the 1980s and, as evidenced by the National Goals
(Appendix B) emanating from the President's 1989 Educational
Summit with the Governors, the need for valid educational
assessments will remain with us into the 21st century.

Tennessee has been a pioneer in developing ways to meet the
needs for educational personnel evaluation. In January, 1983,
Governor Lamar Alexander proposed a ten-point "Better Schools
Program." His proposal seemed particularly timely, given the
April, 1983 release of A Nation at Risk (National Commission on
Excellence in Education, 1983). A prominent part of Governor
Alexander's proposed program was the development of a Career
Ladder evaluation system for teachers and administrators. Given
the paucity of appropriate methods or models for meeting the need-
at-hand, this developmental approach was defensible.

For the most part, career ladder systems assume that the
quality of schools impacts the quality of learning, that school
quality is largely dependent upon the quality of the personnel
responsible for delivering instruction, and that incentives can

motivate instructional improvements. Clearly, Tennessee has not




been alone in considering the poctential of incentive programs for
school improvement (Cornett, 1990).

In the Spring of 1983, an interim certification commission was
appointed to develop Tennessee's Career Ladder System (CLS). With
the passage of the Comprehensive Education Reform Act (CERA) of
1984, and the accompanying legislative funding, the CLS became a
reality.

During August and September, 1984, the Interim Certification
Commission (ICC) and the State Board of Education approved
implementation of the CLS for teachers. As documented elsewhere
(Appendix C), intensive effort was put into the development of the
System prior to its initial implementation in 1884-85. Several
thousand Tennessee teachers participated in the preparation of
various parts of the System; several hundred more assisted with
field testing efforts.

In keeping with the law, i.e., Tennessee Code Annotated,
Section 49-5-5103(4), one of the CLS-related duties of the State
Certification Commission (SCC) is as follows: " . . . report to
the State Board of Education and the Legislative Oversight
Committee annually on the valication and testing of evaluation
criteria, . . . to assure that educators receive a fair, unbiased,
and objective determination of professional competency." A copy
of Tennessee Code Annotated, Section 49-5-5103(4) is provided in

Appendix A.




Purpose

This report is a manifestation of the CERA requirement for
evidence of the extent to which the CLS is valid for making
inferences about the professional competency of teachers. To meet
this requirement, two kinds of evidence are necessary: (a)
evidence of the extent to which the content of the evaluation
procedures reflect sound theory, empirical findings, and best
practice and (b) statistical indicators of the extent to which the
procedures contribute to accurate "scores" and, hence, inferences
about teacher competency. In preparing this report, we

investigated both kinds of evidence.

cuidi Princiol
The following principles guided our investigation:
Principl ]

The entire system, rather than individual instruments or
procedures, should be the basis for Jjudging the validity of
inferences about professional competency. Evaluation systems
incorporate numerous measures in order to more accurately and
consistently assess complex outcomes such as instructional
competency. For example, instructional competency may be
dependent upon a teacher's general knowledge, knowledge in a
specific subject matter area, knowledge of how to effectively
teach particular subject matter, attitudes toward teaching and
learners, etc. Sound measurement theory and practice suggest that

no single data source can consistently provide an accurate

iy




indicator of a complex construct such as instructional competency.
Validity thus rests with the inferences made on the basis of the
system; it does not rest with the individual instruments which

make up the system.

Princi 2

Our charge has been to investigate evidence for the validity
of the CLS; it has not been to evaluate the CLS. Validity studies
are context specific and focus on the extent to which the
inferences made from particular data sets are appropriate,
meaningful, and useful. Hence, in this study, our focus has been
on the extent to which scores yielded by the CLS accurately
differentiate between "better" (Level II) and "best" (Level III)
teachers. Evéluation studies are more policy oriented. While our
findings may have implications for policy, our study has not been
policy driven. In the spirit of this principle, we have chosen to
look at the feasibility of the System without judging the
desirability of the philosophies and nrocesses underlying its

legislation.

Principle #3
Since validity 1is context and purpose specific (AERA, APA,
NCME, 1985), it is not possible for us to determine the extent to
which the Tennessee CLS can be used to make valid inferences for
unintended purposes. While a number of different inferences may

be based on particular data sets and while there are many ways to

Lewm.
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gather evidence in support of particular inferences, statements
about wvalidity must always be restricted to particular inferences.
Statements of wvalidity, then, refer to specific uses of assessment
data. Therefore, the results of this study are meant within a
particular context and should not be overgenerelized.
Rr—l-n-c-m‘l—e—#ﬁ-. j .

It is important to recognize the limitations of this study
insofar as they may affect the interpretation and generalization

of results. Limitations include the following:

. We have relied on extant data only.
. We have focused on teachers only.
. We have addressed the issues of differential passing

rates for majority and minority group candidates but we
have not directly addressed the extent to which the
system may be biased. Bias concerns the fairness of
using assessments for certain minority groups and should
not be equated with differential passing rates.

For purposes of this study, and as illustrated by the study
proposal in Appendix D, operating within these limits was agreed
to be reasonable and justifiable. If follow-up study is
warranted, and if resources are available, some of these limits

may be eliminated or minimized.

fo




Issues and Questions Addressed by the Study

. With the above principles in mind, the issues addressed by our

study included the following:

. the relationship between the CLS and its supporting
theoretical, empirical, and practical bases. Aspects of
the CLS under consideration included the instruments,
training procedures, implementation procedures, scoring,
and the assignment of standards-based attainment levels.

. the over-time relationship between teachers'
participation in the CLS and certain teacher
characteristics (e.g., race, sex).

. the extent to which scoring and weighting procedures
accurately reflect levels of teaching excellence.

. the relationship between CLS data and other available
indicators of teaching excellence (e.g., outstanding
teacher awards).

The more specific questions addressed by our study are built
around the above issues and are provided as they apply to the
information contained in the remaining chapters of this report.
They are also outlined in Appendix D. The following section of
this chapter describes the processes we used to conduct the
validation study. These processes were guided by the previously
described principles and were designed to address the issues

listed above.




Process

The Validation Team mét first in Nashville on January 24 and
25, 1989. All, or a majority of the Team, have since met in March
1989, June 1989, and February, 1990. The Team consists of Dr. Eva
Baker, University of California at Los Angeles (UCLA); Dr. C.
Thomas Kerins, Illinois State Board of Education; Dr. Robert Linn,
University of Colorado; Dr. Doris Redfield, UCLA; and Dr. Paul
Sandifer, South Carolina State Department of Education. Dr. Baker
is Team Chair. Team members' resumes are on file with the
Tennessee State Department of Education.

The purpose of the January 1989 meeting was for the Team to
consult with Tennessee Career Ladder staff in order to define the
ensuing validation study and to identify potential data sources.
Additionally, the Team agreed on workplan parameters, including a
preliminary timeline and task assignments. The resultant workplan
was submitted, in proposal form, to the Tennessee State Department
of Education in March, 1989. The overall purpose and structure of
the study has remained constant, as proposed; however, to
accommodate the Team's desire to remain sensitive to on-going
needs and the developmental nature of the CLS, the fine-grain,
detailed aspects of the proposal have been been treated
formatively. Hence, the proposed workplan, with the knowledge and
approval of CLS officials, has functioned as a working document
throughout the course of the validation study. Copies of the
January meeting agenda and the most recent draft of the proposed

workplan appear in Appendices D and E.




Briefly, as a result of the January meeting, the Team divided

tasks into two general categories: those associated with

empirical evidence of content validity and those associated with

statistical evidenc of validity and fairness. Drs. Kerins,

Redfield,
former;

meeting,

and Sandifer assumed primary responsibility for the
Drs. Baker and Linn for the latter. At the January
the Team, along with CLS staff, agreed upon the following

procedural principles:

The first year of the validation study should focus on
examining extant data rather than on collecting new
data.

While individual Team members would assume primary
responsibility for particular tasks, the Final Report
would be a product of consensus among all Team members.
A statement of the purpose of the study would appear in
the frontpiece of the Final Report, as agreed upon by
Tennessee State Department of Education officials and
the Team.

In examining the extent to which the CLS contributes to
valid inferences about the differentiation between Level
IT and III teachers, the Final Report should address
issues of content wvalidity, equity and access, and
criterion-related validity. The issues to be explored
include the following: (1) content validity evidence of
the relationships among CLS Levels, the CLS instruments

and procedures, and the theoretical/empirical bases

F .




underlying the various instruments and procedures; (2)
statistical evidence of the longitudinal relationships
among teachers' participation in the CLS, various
teaching contexts, and certain teacher characteristics
(e.g., race, sex); (3) statistical evidence of the
longitudinal relationships among teacher

characteri ;}cs, teaching contexts, and CLS Levels; (4)
the contentkéalidity and statistical evidence of the
extent toc which scoring and welghting procedures
accurately reflect levels of teaching excellence; and
(5) the relationshi» between CLS data and other

available indicators of teaching excellence.

Since the January, 1989 meeting in Nashville, team members
have worked independently to carry out their assigned tasks while
maintaining regular communication wvia computer, fax,
correspondence, and telephnne. For the Subteam working on content
validity issues, primary tasks have included extensive review of
extant documents, data, and files as well as direct observation of
evaluator training sessions in the Observation, Dialogue, and
Professional Development & Leadership Summary instruments. For
the Subteam working on statistical indicators of wvalidity, primary
tasks have included examination and secondary analyses of extant
data for purposes of addressing questions of criterion validity

and fairness.
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Documents reviewed by the team included Evaluator Training
Manuals (e.g., Tennessee State Department of Education, 1989-89),
Career Ladder Teacher Orientation Manuals (Tennessee State
Department of Education, 1984-90), minutes of State Certification
Commission meetings, Sounding Board summaries, and various
commissioned or staff-developed background and technical papers.
Appendix C provides a complete list of pertinent documents which
are available in the Tennessee Department of Education files.

In March 1989, while attending the Annual Meeting of the
American Educational Research Association (AERA), the Team met as
a whole and in task-related subgroups. CLS staff members were
available as needed in order to clarify issues emerging as a
result of the Team's preliminary work.

In June 1989, those members of the Team attending the Annual
Meeting of the Education Commission of the States (ECS) in
Boulder, met to clarify and discuss data files and analyses
required for ensuing statistical analyses. Again, CLS staff
familiar with the extant data were available for consultation as
needed.

In February 1990 the Team met, in Nashville, with CLS staff
and State Department officials. The intent of the meeting was for
the Team to discuss their preliminary findings and obtain
clarification and feedback for purposes of finalizing their
analyses, conclusions, and recommendations.

Throughout the process, Tennessee CLS staff have been most

cooperative in helping the Team understand the chronology of

N
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events and in locating extant data. However, they have not been
directly or otherwise inappropriately involved in the validity

study.

Summary

This report is in response to the validation activity required
by Tennessee Code Annotated, Section 49-5-5103(4) of Tennessee's
Comprehensive Educational Reform Act (Appendix C)., It examines
evidence of the extent to which the CLS may be used to make valid
inferences about teaching competency (i.e., CLS levels II and
III). Chapters II-V provide evidence of content validity as it
pertains to CLS instruments and procedures. Chapter VI describes
statistical indicators supporting the validity of inferences
emanating from the System. Conclusions based upon the available
evidence and our examination of it are provided in Chapter VII.
To allow each chapter to be understood on a stand-alone basis,

there is some redundancy across chapters.

-
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Chapter II: Content Validity—Observation Instrument

The Classroom Observation Instrument is but one of several
data sources that are used in forming judgments concerning whether
the Career Ladder System (CLS) participants should be classified
as "better" (level II), or "best" (level III) teachers. Since
inferences concerning the quality of teaching are not made solely
on the observation data, the issue of the validity of inferences
is moot. There is, however, a need to examine the content of the
observation instrument to determine whether the behaviors that are
observed can reasonably be expected to assist in differentiating
between ‘“better" and "best" teachers. Additionally, it is
necessary to examine the manner in which the instrument is applied
to determine whether the data obtained from classroom observations
are sufficiently reliable to warrant their use in decision making.

Therefore, the purpose of this section of the report is to
review the development and implementation of the Classroom
Observation Instrument and the related evaluator training as those
components of the CLS relate, as applicable, to each of the
following four questions.

1. What evidence exists that, as a whole, instrument development
procedures reflected the stated purposes of the CLS and
reasonable practice?

2. What evidence exists that the content of the observation
instrument reflects specified needs, reasonable practice, and

empirical findings?
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3. To what extent do training procedures ensure that the
instruments are reliably used.as intended?

4., To what extent are the instruments and related procedures
implemented as intended?

Although the discussion in this section of the report is guided by

the four questions, no attempt has been made to treat each of the

questions independently since to do so would ignore the

interrelatedness of some of the questions and would result in

considerable redundancy.

The observation process includes three major components: the
pre-observation conference; classroom observation using the
Observation Instrument; and a post-observation conference. A
brief description of each of these is given here to provide a
context for the subsequent discussion on instrument development.

The pre-observation conference, according to the Evaluator
Train] (e.g., Tennessee State Department of Education,
1988-89), 1is the time during which "the observer develops a
perspective of the classroom, learners, and lessons which he/she
is planning to observe." The Manual further states that the
conference provides an opportunity for the observer to establish
rapport with the teacher and to identify any factors or conditions
which might affect the teacher's performance.

The Observation Instrument (Appendix F) consists of three

sections and provides a means for structured observation of
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teacher behavior. Section One provides a record of instructional
interactions, student questions/comments, interruptions,
involvement of volunteers, and teacher control.

Section Two includes questions ©n the number of students in
the class; whether the class was working as a total group, as sub-
groups, or as individuals; whether any students expressed any lack
of understanding and, if so, how the teacher responded; whether
the teacher presented correct information; safety or Sanitation
violations; and whether reasonable sanctions for inappropriate
behavior were provided. Again, according to the Evaluator
Training Manual (e.g., Tennessee State Departmwrent of Education,
1988-89), the lesson being observed is divided into six-minute
periods during which the observer makes a record of behaviors in
Section One for four minutes and then answers additional questions
in Section two for two minutes. This process results in at least
seven observation periods during the course of a lesson.

Section Three of the Observation Instrument requires that the
observer respond to a set of questions about the quality of
observed behavior patterns in categories such as planning and
management; use of resources; use of facilities; provision of
feedback; appropriateness of communication; and classroom climate.
Section Three is completed at the end of the class pericd.

The current observation procedures require two observations by
each of three different observers, for a total of six
observations. Since each observation contains as many as seven

six-minute periods, there are approximately forty-two observaticn

N
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segments and six sets of questions about the quality of observed
behavior patterns that are used in determining a teacher's
observation score.

The post observation conference is, according to the Evaluator
Training Manual (e.g., Tennessee State Department of Education,
1988-89), to be held as soon as possible after the observations.
The conference is intended as a means for the observer to
accomplish the following three things:

1. Share insights and perceptions gained during the
observations and solicit the evaluatee's comments on
these;

2. Share specific, competency related strengths and needs
observed;

3. Develop with the evaluatee recommendations for
improvement.

Additionally, the conference is used for gathering information

concerning the major objectives of the lesson, the methods of
presentation, and other information which the observer feels may

be important to the observation.

Instrument Development
Based on records maintained in the files of the Tennessee
Department of Education, the development of the Observation
Instrument has apparently been a continuous process of refinement
since the initial "Suggested Criteria for Master Teacher Selection

and Evaluation'" were developed by Rosenholtz and Smylie and
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submitted to the Interim Certification Commission (ICC) on April
4, 1983.

The April 4, 1983 version was revised by Rosenholtz and Smylie
and resubmitted to the ICC in June, 1983. According to the
authors, the revision of the initial criteria was undertaken with
two goals in mind: "1) To most accurately incorporate the most
consistent findings of educational research that relate teaching
practices and behaviors to student learning, and 2) to facilitate
the development of a system to accurately, fairly, and objectively
evaluate teacher performance along those measures that have been
found to most consistently relate to student learning”™ (Rosenholtz
& Smylie, 1983a).

The suggested criteria identified by Rosenholtz and Smylie
were, with some minor rewording, reformatted, labeled as
"Competencies and Indicators", and submitted to teachers for
review and comment. Teachers were given the opportunity to judge
each indicator as "appropriate" or "inappropriate" and to offer
comments and suggestions for change. Although teachers offered
many comments and sugg2stions, their reactions to the
appropriateness or inappropriateness of the indicators was
overwhelmingly positive (French, 1983).

Prior to the teacher survey, the Competencies and Indicators
had not been classified as to possible sources of data.
Consequently, the document whici teachers reviewed contained a
number of Competencies and Indicators which, although they may

ultimately have become a part of some other instrument, were not

SN
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amenable to observation. This is in no way intended as a
criticism of the development process but is intended to point out
that several of the instruments/procedures used in the CLS had a
common beginning in the "Suggested Criteria" developed by
Rosenholtz and Smylie.

Based on the results of the teacher survey and consultation
with a number of authorities in measurement and evaluation,
including Jason Millman, W. James Popham, Robert Soar, and Jane
Stallings, staff of the Department of Education reviszd the
Competencies and Indicators and reduced them in number. In
December, 1983, the ICC approved a plan for the development and
field testing of assessment instruments for the "Career Teacher
Evaluation System" (Interim Commission, 1983).

The approved field test plan included a classroom observation
component which was to involve three steps. First, a pre-
observation conference involving the teacher and evaluator was to
be conducted for the purposes of gathering information necessary
to the observer's understanding of what would be happening in the
classroom, and to identify any special conditions that might
influence the teacher's performance. The second step called for
multiple observations by the evaluation team. The plan stipulated
that any single observation was to be not less than one hour in
duration or, in the case of secondary teachers, not less than one
complete class period.

The third, and final, step in the observation process required

a post-observation conference between the teacher and the observer
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following each observation. The stated purposes of the
conferences were to give the candidate (teacher) an opportunity to
record his/her reactions to the data and to provide a means
whereby the evaluator could make recommendations to enable the
candidate to improve in areas of need.

Except for the initial identification of competencies and
indicators, the original CLS was developed and field tested during
the period December, 1983 through July, 1984. Evaluator training
was conducted during the summer and fall of 1984 and the System
was implemented during the 1984-85 school year.

As a part of their continuing efforts to collect information
about the CLS, Department of Education staff sent questionnaires
to approximately 3,200 teachers who were candidates for Career
Levels II and III during 1984-85. The questionnaire, which
related to all aspects of the CLS, included five questions
specific to the classroom observation and four questions that were
to be answered in regard to each of the three evaluators.

Responses from 1,990 (62%) of the candidates, indicated that
the teachers believed that the Observation Instrument and
procedures: 1) are adequately described in materials provided to
candidates; 2) are fair and objective; 3) provide an effective
indicator of teacher competency; and 4) require an appropriate
amount of candidate preparation. Results further indicated
teachers' belief that preparation for the classroom observations
is likely to be beneficial to a teacher's classroom performance.

A large majority of the respondents additionally gave the
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evaluators very favorable ratings and judged them to be effective

~communicators; fair and impartial; helpful, concerned and

understanding; and competent (Career Ladder Retreat, 1985).

In addition to the information obtained through the survey of
Career Ladder candidates, the staff obtained reactions to the
first year of operating the CLS from “Sounding Boards” of
administrators and teachers and through debriefings of the
evaluators. In view of the generally positive response to the
classroom observation component of the CLS, it is not surprising
that only three substantive changes related to it were recommended
for implementation in 1985-86. Those changes, as approved by the
ICC, were: 1) increasing the number of observations from three to
six (two announced and four unannounced); 2) including oral
communication as an indicator under "teaching strategies"; and
3) expanding the Career Ladder Teacher Orientation Manuals (e.g.,
Tennessee State Department of Education, 1984-1990) to include all
instrumentation. The ICC also approved some other changes related
to format and organization of the instrument (Career Ladder
Retreat, 1985).

Minutes of the August 19, 1986 meeting of the State
Certification Commission (SCC) provide information concerning
approved changes in the CLS for the 1286-87 school year. As in
prior years, proposed changes in the System were based on feedback
from CLS candidates and Sounding Boards, and an analysis of the

prior year's data.
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Although several changes are described for various components
of the System, the minutes indicate that the Observation
Instrument and procedures were to remain unchanged except for the
addition of items to be field tested (State Certification
Commission, 1986). However, the "Teacher Communication" section
of the Instrument used in 1985-86 contained four Indicators, i.e.
"speaks clearly", "uses vocabulary appropriate to audience",
"organizes information", and "uses grammar correctly", that were
not included in the 1986-87 version of the instrument.

Minutes of the June 19, 1987 meeting of the SCC include
approved CLS changes for 1987-88. According to the minutes, the
only changes in the Observation Instrument were the deletion of
Vocational Education items which related to student organizations
and placement, addition of items to be field tested, and the
incorporation of items which were field tested in 1986-87 (State
Certification Commission, 1987). A comparison of the Instruments
for 1986-87 and 1987-88 confirmed that those were the only changes
made. Similarly, a comparison of the Instruments used in 1987-88
and 1988-89 revealed only minor changes which were apparently
related to the field testing of new items.

Although the refinement of the Instrument has been a
continuous process, the basic content of the Observation
Instrument has remained very stable since it was first used in
1984-85. This stability in content 1s probably attributable, in
large measure, to the fact that, in the initial stages of

development, only those Competencies and Indicators that 70% or

)
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more of the teachers rated favorably were retained (State
Certification Commission, 1987).

Two of the four questions posed at the beginning of this
section as a basis for examining the Observation Instrument relate
to its content and the procedures used in developing it. Based on
information obtained through a review of documentation made
available by the Tennessee Department of Education, it appears
that the development procedures were reasonable and, undex the
time constraints, quite thorough. Teachers, those primarily
affected by the System, were given an opportunity to react to the
initial list of proposed competencies and indicators and, as
indicated earlier, only those items to which at least 70% of the
teachers reacted positively were retained. Subsequent revisions/
refinements of the Instruments including the Observation
Instrument were based, in part, on comments/suggestions from
teachers who were candidates for Career Levels II or III. The
content of the Instrument seems consistent with the research on
teacher effectiveness and, not surprisingly, 1s generally
consistent with teacher evaluation systems that have been
developed in the past decade. Although verbiage may vary to some
extent across systems, most focus, as does the CLS, on planning,
delivering, and evaluating instruction, with communication skills
and classroom management seen as prerequisite to effective
instruction. Although Career Ladder decisions are not based
solely on the classroom observations, the content of the

Observation Instrument is such that, with appropriate training of
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observers and appropriate implementation, the results of the
observations should contribute toward valid inferences about

teacher quality.

Whether the Observation Instrument is utilized as intended 1is
largely dependent on two factors: 1) The basic qualifications of
the observers/evaluators; and 2) the adequacy of the training
program and follow-up/monitoring procedures. We turn now to these
two factors and begin by examining the qualifications of the
observers/evaluators pby reviewing the selection process and
criteria.

The criteria and process for selecting evaluators seem to have
evolved in much the same manner as the Observation Instrument,
i.e., begin with what appears to be a basically sound approach and
refine it on the basis of experience and changing needs. The
initial criteria for selecting teacher evaluators were approved by
the ICC during its meeting of May 1-2, 1984. The criteria
included, but were not limited to, full-time employment as an
evaluator; a minimum of twelve years of teaching experience; a
reputation among peers as an outstanding teacher; demonstration of
emotional stability; ability to work under pressure; appropriate
grade level and content expertise; and successful completion of
the training program. General criteria which were applicable to
the entire pool of evaluators included appropriate representation

by race and sex; representation by region of the state; and a

3
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provision that at least 80% of the evaluators selected be
practicing teachers but that the applicant pool could include,
among others, staff of the Department of Education and University
faculty or staff (Interim Certification Commission, 1984a).

The process used for selecting the evaluators from among the
pool of qualified applicants is also detailed in the ICC minutes
of May 1-2, 1984. Basically, the process required that the
Department of Education staff review applications for conformity
to initial criteria; randomly select, from among those qualified,
a number of candidates equal to twice the number of evaluators
needed; interview all randomly-selected candidates by teams
consisting of two ICC members and a Department staff member
(Interim Certification Commission, 1984a).

This admirable, and somewhat ambitious, plan for interviewing
finalists led to a situation in which the Commission was faced
with the task of interviewing 210 applicants in a period of five
to six days. The ICC minutes of July 20, 1984 reflect approval of
a modified selection process which made the staff responsible for
reducing the candidate pool to 150-160; reducing the interview
team to two members (one Commissioner and one staff person); and
restricting the interview to 30 minutes (Interim Certification
Commission, 1984b).

For 1985-86, the pool of potential evaluators included the
1984-85 evaluators who met performance standards established by
the ICC and those teachers who achieved Career Level III status

during 1984-85. The selection process for 1985-86 required that:
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1) all applications be read and rated by at least two staff
members of the Department of Education; 2) the ratings consider,
among other factors, years of teaching experience, writing
ability, willingness to travel, recommendations of peers and
subordinates, subject area and grade level expertise, and
communication skills; and 3) that highly rated candidates be
personally interviewed by two members of the staff. This
selection process reflected a realistic, and understandable,
departure from the practice which had required that the interview
teams include a member of the Commission (Interim Certification
Commission, 1985).

For the 1986-87 school year, the criteria and the selection
process for teacher evaluators were, with one exception,
apparently unchanged. The one exception noted was a decrease from
twelve to eight in the minimum number of years of teaching
experience required (Interim Certification Commission, 1986).

In planning for the 1987-88 year, the SCC and Department staff
attempted to reduce program costs by hiring part-time evaluators,
assigning them close to home, and regionalizing training. Except
for the planned shift toward a significant number of part-time
evaluators, the criteria for selection were the same as in the
previous year. However, attempts to implement the plan to hire
part-time evaluators encountered two significant problems which
apparently caused the plan to be abandoned. First, district
superintendents were opposed to the plan due to the potential

disruption of instructional programs. Second, the Department

Lo
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received only 47 applications for 140 positions. As a result, the
SCC continued the practice of employing evaluators for either
year-long or cycle-long assignments and continued centralized
training in Nashville (State Certification Commission, 1982).

Do the program managers recruit and employ indiwviduals who
have the basic qualifications necessary to become trained as
evaluators? Apparently. The selection criteria which are
emphasized include teaching experience, subject matter and grade
level expertise, writing ability, and communication skills. All
of these appear to be not only reasonable but necessary basic
qualifications which should, in conjunction with an adequate and

properly implemented training program, yield competent evaluators.

Observer Training

The observer training program for the CLS is lengthy and
comprehensive, involving approximately four weeks of initial
training plus additional training during the course of the year
for all instrument.. Initial training for the classroom
observations is approximately 30 hours. The training, which is
based on a comprehensive manual, includes lecture, discussion,
practice through the use of video tapes, feedbacl, and
qualifying/scoring at the conclusion of the session. The initial
"classroom" segment of the training is followed by practice in
"live" situations and then additional classroom sessions.

Reliability checks are made on the evaluators during the

training process and all trainees must pass the reliability tests
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before being certified to conduct observations. The reliability
checks, which regquire approximately 70% agreement with "expert"
judgment, are made independently on seven sections of the
Observation Instrument. To become certified as evaluators, the
trainees must receive at least two "reliable" ratings on each
section of the instrument.

Although evaluators may be reliable in viewing video tapes in
training sessions, this does not assure that they are reliable
when conducting observations in a classroom. As a means of
monitoring this aspect of the program during the initial years of
the CLS, reliability checks were also made on evaluators during
their actual work with teachers. Teachers who were being
observed, however, assumed that the presence of a second observer
indicated that the first observer was unreliable. Due to the
negative image resulting from teachers' misunderstanding of the
reason for the presence of the second observer, the on-site

reliability checks were discontinued. However, according to the

Evaluator Trainipng Manual (e.g., Tennessee Stace Department of
Education, 1988-89), reliability is periodically monitored by
requiring the evaluators to review and evaluate video tapes.
Although the Evaluator Training Manual provided to each
evaluator 1is comprehensive in its coverage of the instruments and
procedures, it i1s not a "do-it-yourself" program. The actual
training, as viewed by this writer, employs many examples,
illustrations, tapes, and supplementary materials that are not

part of the Manual. Consequently, proper operation of the
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training program requires individuals with an in-depth knowledge
of the CLS, a thorough understanding of the concepts and premises
upon which the instruments are based, and expertise in analyzing
teacher behavior. 1In short, the quality of the training is highly
dependent upon the quality of the trainer(s). Consequently, the
recent loss of experienced and qualified staff who were apparently
well-versed in all aspects of the CLS may warrant close scrutiny
of the training program in the near future to ensure that it is
properly implemented and that the evaluators are properly trained.

As stated at the beginning of this section on the Observation
Instrument and the related training, two of the four questions of
interest are the extent to which the training procedures ensure
that the instrument is reliably used as intended and the extent to
which the instrument and related procedures are implemented as
intended. Based on a review of training materials, observation of
the training program, discussion with trainers, and review of
extensive files in the Department of Education, there is strong
evidence that the content of the training 1is appropriate and
adequate and that the training is of sufficient duration and depth
to provide the basis for reliable use of the Observation
Instrument.

Whether the Observation Instrument and related procedures a.e
implemented as intended cannot be answered unequivocally in this
report. The only way to ent...re that such is the case is to
observe the observers. Although one cannot state with certainty

that the instrument and procedures have, to this time, been
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implemented as intended, in the absence of any evidence to the

contrary} it seems reasonable to conclude that such is the case.

Areas for Future Consideration

The procedures for using the Observation Instrument require
that a post-observation conference be held for the purpose of
providing the teacher with immediate feedback on his/her strengths
and weaknesses. Essentially, this requires that the observer
conduct an "on-the-spot" evaluation of what was observed. This
practice is generally recommended in the literature on personnel
evaluation and is, no doubt, appropriate when there is a single
evaluator involved. However, in the case of the CLS and any other
system that depends on multiple observations made by different
observers, the practice seems inconsistent with the basic concepts
of the system, i.e. multiple data sources, multiple observations,
and multiple observers to arrive at an evaluation. Additionally,
the practice has the potential for providing the teacher with
inconsistent feedback from the different observers. If this
happens, it does not necessarily mean that the observers are
unreliable since there is the distinct possibility that on
different days, observing different lessons, they observed
different “ehaviors. Since the evaluation of a teacher is
intended to be based on all the data obtained from multiple
sources, the Department of Education and the SCC may wish to

reconsider the requirement for a post-observation conference.
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A second area for consideration relates to documentation of
the decision rules concerning the reliability requirements for
observers. Staff who were involved in the development of the CLS
understand the decision rules, the manner in which they were
determined, and the rationale for them. Some, but not all, of the
rules are embedded in computer programs but there appears to be no
documentation concerning the development of, or rationale for, the
reliability criteria. Even if the original staff were still with
the project, the documentation would be desirable to make this
aspect of the system public. Since the original staff are no
longer with the Department, it is essential that the documentation
be developed before the "institutional memory" is lost.

A third, and final, area for consideration is the possible
reinstatement of the on-site reliability checks on observers.
Although there is no evidence that the observer instrument and
procedures are not being reliably implemented, data from on-site

checks could provide stronger support for this position.

Summary
The content of the Observation Instrument seems to be
consistent with the research on teacher effectiveness and the
procedures associated with its use appear to be appropriate and
adequate for the collection of reliable information. The
observers/evaluators appear to have the basic qualif .cations
necessary to become trained as evaluators. The selection criteria

which are emphasized include teaching experience, subject matter
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and grade level expertise, writing ability, and communication
skills. All of these appear to be reasonable and necessary
qualifications.

The observer training program is intense and comprehensive.
Trainees are provided with a detailed manual for use in the
training and the staff who were observed conducting the training
did an outstanding job. There is, however, a need for the
development of a training package which does not rely so heavily
on staff who are no longer associlated with the CLS.

In sum, the Observation Instrument, the qualifications of the
observers, and the quality of the training should lead to results
which can contribute towards making valid inferences about teacher

quality.
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Chapter III: Content Validity—Professional Development

and Leadership Summary

The Professional Development and Leadership Summary (PDLS) is
one of several instruments used in the Tennessee Career Ladder's
process for making decisions “bout individual teacher quality.

| Other instruments include the Dialogue, Observation, and a series
1 of Questionnaires (Elementary Student, Secondary Student, and

i Principal Questionnaires). The total Career Ladder System (CLS)

l score, upon which CLS advancement decisions are made, is based on
’ a weighted sum of scores on these instruments plus a Professional
’ Skills Test.

The purpose of this chapter is to examine the content of the
PDLS in order to determine the extent to which it can be expected
to contribute to accurate Career Ladder decisions. That is, this
chapter addresses the extent to which the PDLS contributes to
accurate cecisions about teacher candidate advancement to CLS
Levels II ("better") and III ("best"). The questions guiding this
chapter are the same as those underlying the preceding chapter on
the content validity of the Observation Instrument:

. What evidence exists that instrument development
procedures reflected the stated purposes of the Career
Ladder System and reasonable practice?

. What evidence exists that the instrument's content
reflects specified needs, reasonable practice, and

empirical findings?
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. To what extent do training procedures ensure that the
instruments can be reliably used as intended?
. To what extent are the instruments and related

procedures implemented as intended?

Instrument Development and Content

Chron Develop

A review of documents on file with The Tennessee Department of
Education {(Appendix C) indicates that the PDLS was first used
during the second year of the CLS in 1985-86. The purpose of the
PDLS is to provide information for estimating the extent to which
CLS candidates establish and maintain professional leadership
roles.

During 1984-85, the first year of CLS implementation,
professional development and leadership Competencies were assessed
using information yielded by an Applicant or Candidate Interview,
Peer Questionnaires, a Superordinate Questionnaire that was
usually completed by the candidate's principal, and a Portfolio or
file of teacher-developed informacion. The intent of the
Portfolio was to provide evidence of teacher competency in each of
the CLS's five competency areas, including professional
development and leadership (Competency V).

In 1985-86, the Portfolio, which had become an unpopular
"paperwork nightmare" (Furtwengler, 1987, p. 67), was replaced
with the PDLS and a Dialogue Instrument. The Dialogue, which

consists of a series of three structured interviews designed to

a(:\”
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assess teacher planning, teaching strategies, and evaluation
Competencies, also served to replace the Candidate Interview which
had proved to be "a time-consuming ordeal for the evaluators and a
stressful and exhaustive experience for the teacher" (Furtwengler,
1987, p. 68). Decisions regarding the unwieldiness and
inefficiency of the Portfolio and Candidate Interview seem
justifiable based upon the documentation contained in the
Department's files (e.g., Sounding Board data, publications).

Prior to the 1986-87 evaluations, the Certification
Commission voted to delete the Peer Questionnaire which had
focused on the candidate's leadership in the school and
profession. BAnalysis of Peer Questionnaire data provided by the
first two years of the CLS indicated that the Instrument did not
differentiate among teachers and that administration of it
required the interruption of instruction in some schools.

On these grounds, the decision to eliminate the Peer
Questionnaire seems justifiable, especially since the competencies
assessed by the Peer Questionnaire are also assessed by the PDLS
and the weight of the PDLS in the total scoring scheme was
increased accordingly. Hence, in year three of CLS
implementation, professional development and leadership were
assessed using the PDLS and items 13-15 of the Principal
Questionnaire; although the wording and format of the PDLS has
been clarified and refined over the years, the content of the PDLS
has remained unchanged from its initial implementation in 1985-86.

Since 1987-88 the PDLS has been due on the first or "A" visit of

1O
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the evaluation cycle rather than on the second or "B" visit as

" previously.

Competencies and Indicators

The identification and content validation of Competencies for
CLS inclusion was based on effective teaching research, consensus
by practicing teachers, and expert opinion. The Competencies and
Indicators were approved by an Ad Hoc Interim Certification
Commission, convened in April, 1983 and charged with developing a
master teacher evaluation system. Staff to the Commission
included an executive director, Dr. Russell French from the
University of Tennessee at Knoxville, and personnel from the State
Department of Education's Division of Research and Development.

Vanderbilt University was contracted to provide research
information on teacher effectiveness and indicators of teacher
competencies which affect student achievement. This research
formed the bases for the content of the various CLS evaluation
instruments. Reports of the Vanderbilt work and the accompanying
recommendations appear in the CLS files as listed in Appeéendix C
(e.g., Rosenholtz & Smylie, 1983b).

Additionally, experts were consulted with regard to issues,
criteria, and processes associated with the evaluation of
teachers. A list of consultants and documentation of their
pertinent credentials is contained in the CLS files maintained by
the Department (Appendix C). Clearly, the CLS staff, contractors,
and consultants were well qualified to guide the developmental

efforts before them.
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In August, 1983, draft Competencies and Indicators, based
largely on-the work of Rosenholt- and Smylie, were formulated and
mailed to state-wide Teacher Study Councils for review and
comment. Responses from more than 6,000 teachers were analyzed
and those indicators rated by at least 70% of the respondents as
appropriate were retained. The resultant list was too exhaustive
and unmanageable for measurement purposes.

To streamline the list, technical assistance was sought from
Drs. Jason Millman of Cornell University and James Popham of UCLA;
both are widely known and well respected experts on measurement
and evaluation. The streamlined list contained six Competencies:
(I) prepares for instruction effectively; (II) uses teaching
strategies and procedures appropriate to the content, objectives,
and learners; (III) uses evaluation to improve instruction; (IV)
manages classroom activities effectively; (V) establishes and
maintains a professional leadership role; and (VI) communicates
effectively. A total of 18 Indicators were propose’ as measures
for the six Competencies. The final list of Competencies and
Indicators appears to provide a justifiable representation of the
research-based criteria proposed by Rosenholtz and Smylie and
subsequently reviewed by more than 6,000 Tennessee teachers.

One Competency (#V) and two of its three Indicators are
represented by the PDLS. The two Indicators are: (a) improves
professional skills and knowledge and (b) takes a leadership role

in improving education. A third Indicator, performs professional




responsibilities efficiently, is represented on the Principal
" Questionnaire.
- let i Submittal 1 Scori

The PDLS is the only written data source required by the CLS.
It requires that the teacher candidate prepare a summary of
professional development and leadership activities, without
accompanying documentation, and submit it to the State evaluator
on the first scheduled visit of the evaluation cycle.

The PDLS requires that teacher candidates complete and
summarize activities in five areas for the professional
development Indicator and in five or six areas for the leadership
Indicator; six leadership activities are required for special
populations and vocational education teachers to accommodate their
particular needs. In order to “count,” the beginning date of an
activity may have occurred during any year of employment; but,
activities must have been completed during the last five teaching
years. Only one activity per activity area is permitted.

A copy of the current PDLS form appears in Appendix F. As
shown in the Appendix, the activity areas included on the PDLS are
as follows.

Professional Development Activity Areas: (1) obtains graduate
degree (s) and/or takes courses; (2) participates in professional
development activities; (3) uses ideas from professional books,
journals, and professional organizations to enhance classroom

instruction; (4) tries new methods/approaches in the classroom and
2
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evaluates success; and (5) seeks and utilizes community resources
to enhance classroom instruction.

Leadership Activity Areas: (1) conducts workshops on training
sessions for peers; (2) creates materials or programs and shares
with peers; (3) holds a leadership poisition in the school/school
system or educational organization; (4) promotes parent/community
interest in the school; (5) initiates activities/projects in the
school; and (6) communicates effectively with professionals,
paraprofessionals, and/or parents (special populations only) or
establishes and uses advisory groups (vocational education only).

For each activity, the candidate must summarize the amount of
time spent on the activity, the activity's underlying rationale
and professional goal, his/her role and responsibilities with
regard to the activity, a description of the activity, benefits of
the activity to the candidate's instructional role, and benefits
of the activity to the candidate's students or to
changes/improvements in the candidate's school/school system.

Each PDLS activity is rated on a five-point scale. The scale
anchors are unsatisfactory, below average, average, outstanding,
and distinguished. The ratings are averaged to generate
professional development and leadership scores. As described in
the Evaluator's Training Manual (e.g., Tennessee State Department
of Education, 1988-89), evaluators are trained to rate the
activities “wholistically.” Nonetheless, they are also instructed

to consider the following in determining the wholistic score:

written statements of the rationale, purpose/goal, content, and

v
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scope of the activity, including the relative time and effort
spént on the activity; the candidate's evaluation of the activity,
its specific benefits, outcomes, and follow-up; and the degree of
relationship between the activity and (a) the activity category as
defined by the Ieacher Qrientation Manual (e.g., Tennessee State
Department of Education, 1984-90), (b) the educational
environment, and (c) the activity's application to the teaching
setting. The candidate's ability to clearly communicate in
writing cannot help but influence the evaluator's interpretation
of the PDLS and, hence, the evaluator's ability to assign an

accurate score.

Training
The basis for this section of the chapter includes
participation in the PDLS evaluator training as well as extensive
review of documents in the Tennessee Department of Education
files. See Appendix C for a list of materials contained in the
Department's files.
Not all evaluators are involved in scoring the PDLSs. Those

who are receive approximately 12 hours of additional training.

Training materials include an Evaluator Trainipg Manual (e.g.,

Tennessee State Department of Education, 1988-89). Information in
the Teacher Orientation Manual (Tennessee State Department of

Education, 1984-90) parallels the Evaluator Training Manual.
Although the Manual for evaluators is remarkably comprehensive, it

is highly unlikely that it could ever replace the training itself.
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In fact, the quality of the training is obviously dependent upon
the trainer(s). |

Data regarding the consistency of training across trainers are
not available. However, it may be deduced that if the evaluators
are proven reliable as a function of training, then the trainers
are sufficiently consistent. Ultimately, nearly all evaluators
demonstrate themselves reliable. As necessary, the training staff
works one-~to-one with evaluators#who do not meet reliability
criterion during the normal course of training. If criterion is
still not met, the evaluator is assigned non-evaluation
responsibilities.

The training consists of an introduction to the PDLS
instrument, instruction in scoring procedures, and assessment of
the reliability with which the evaluators assign PDLS scores. The
goal of PDLS training is for the evaluators, by the end of the
two-day training session, to meet reliability criterion of £ .80
compared to ratings predetermined by experts (e.g., developers,
staff). The reliability ratio is based on the sum of the
differences across items of ratings assigned by the evaluator
candidate (R) versus the criterion ratings assigned by experts

C , ) Z(R-C)
(C), divided by the number of items being rated (N): N -

Evaluator reliability is assessed by having the evaluators
read the same sample PDLSs, already scored by a panel of
“experts,” and assign scores. Then, the extent to which the
individual evaluator's scores match the scores assigned by the

experts is determined. Expert raters are defined as those hzving

-
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expertise with regard to the content of the items being rated and
in the structure of the instrument or rating system being used.

In the case of the Tennessee CLS, the experts used to determine
the standards for reliability were the training staff and the
staff who worked on the development of the instruments.
Reportedly, evaluators are regqularly checked for reliability drift
through reassessment at regional evaluator meetings (e.g., Malo,
1987) .

For actual CLS evaluation purposes, each PDLS is independently
scored by two evaluators. These evaluators then meet to reach
consensus concerning their PDLS scores. In those cases where
consensus cannot be reached, CLS staff arrange for a third

evaluator to review the PDLSs in question.

Implementation

The procedures for implementing administration, submission and
Hscoring of the PDLS are well documented in the Evaluator's
Training Manual (e.g., Tennessee State Department of Education,
198-89) and the Teacher's Orientation Manual (Tennessee State
Department of Education, 1984-S0). Briefly, on the “A” or first
visit of the evaluation cycle, the evaluator collects the PDLS
from the teacher, fills out the appropriate receipts, keeps a
candidate-signed receipt, and leaves a receipt with the candidate.

Then, as described in the “Training” detection above, the PDLSs

are submitted to CLS staff who assign them to two PDLS evaluators
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for independent reading. If scoring consensus cannot be reached,
CLS staff consult with a third evaluator.

Data concerning “third party” or external evaluator
observations ¢f the extent to which the PDLS has been implemented
as intended are not available. However, extant data indicate that
for the most part, formative evaluation procedures utilized
throughout CLS implementation (e.g., Sounding Boards, evaluator
questionnaires) have been sensitive and responsive to the validity
with which instruments and procedures, including those associated
with the PDLS, have been implemented as intended. Such feedback
led to the replacement of the Portfolio with the PDLS,
clarification and refinement of t.= PDLS form without substantive
alteration of the Competencies and Indicators, and a change in the

PDLS submission date from the second to the first evaluator visit.

Summary

The Competencies and Indicators assessed by the PDLS have a
research base (Rosenholtz & Smylie, 1983b), were rated as
important by more than 6,000 Tennessee teachers, were retained
through a consolidation process suggested by widely-known and
well-respected technical experts, and approved by the Interim
Certification Commission. Given the time available and the
magnitude of the Competency identification and instrument
development tasks, the content validity of the PDLS is reasonable,
if not remarkable. Other aspects of its wvalidity, namely the

accuracy of the candidate's summaries and the extent to which the
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evaluator's ratings represent activity accomplishment versus
writing ability, are more suspect.

The validity with which evaluators assign scores to PDLSs is
necessarily dependent upon the reliability of the evaluators'
ratings. The frequency and nature of evaluator drift checks is
not clear based on extant data. Additionally, the validity of
evaluator scoring is dependent upon the trainers and training
procedures. Observation of evaluator training in the PDLS made it
apparent that evaluator training is highly trainer-dependent. For
example, although the ratings used as reliability standards must
be consistent across training sites, the explanations or feedback
given to evaluators may not be. The consistency of training
warrants consideration. Also due further consideration is the

match between intended and actual implementation.
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Chapter 1IV: Content Validity-Dialogue Instrument

This chapter describes the development and implementation of
the dialogue as one of the data sources used by the State of
Tennessee's team of external reviewers to evaluate candidates for
the upper levels of the Career Ladder System (CLS). It also
discusses the development, implementation (including training) and
relationship of the dialogues to the other data elements. It
concludes with answers to the following four questions:

1. What evidence exists that instrument development
procedures reflected the stated purposes of the CLS and
reasonable practice?

2. What evidence exists that the instrument's content
reflects specified needs, reasonable practice, and
empirical findings?

3. To what extent do training procedures ensure that the
instrument can be used as intended?

4. To what extent are the instruments and related

procedures implemented as intended?

Instrument Development
The Dialogue is one of several CLS instruments used to
differentiate among levels of teacher competency. A distinguished
teacher reaches Career Level III, while the outstanding teacher
reaches Career Level II. Teachers may apply for and receive

Career Level I through local evaluation. Career Ladder II and III

) ’,}
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placement depends upon a complex scoring system (Rakow & Malo
1989). The Dialogues, which are interviews conducted by trained
state evaluators with the Career Ladder candidate, are scored so
that they may be aggregated with scores yielded by the other data
sources: classroom observations, questionnaires and summaries of
professional development and leadership activities.

Through a long, detailed process at the beginning of the CLS,
it was decided that teachers should be evaluated for competency in
five domains: planning, teaching strategies, evaluation of
students and learning, classroom management and professional
development and leadership. Of these five, the Dialogues focus on
the first three domains.

In 1983, as the CLS was beginning, experts agreed that the
competencies selected should be unequivocally related to student
achievement. Despite an early decision not to use student
achievement scores directly, a continuing theme was the
relationship between excellent teaching and the improvement of
test scores. It was decided that an interview by a state
evaluator would be a direct way to collect data on the teacher's
knowledge of planning, teaching strategies, and how to evaluate
student learning. The assumption was that the potential for
student learning was increased if the teachers could demonstrate
knowledge in these areas. In fact, the final list of Competencies
used as the basis for CLS instrument development was grounded in
expert reviews of the research on effective teaching related to

student achievement, validaticn by samples of Tennessee teachers,
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and final approval from the Interim Certification Commission which
was composed of professional educators, including representatives
of the Tennessce Education Association. A list of the
Competencies underlying CLS instrument development is provided in
Appendix G.

Because of the 1984 CLS authorizing legislation, State staff
proceeded to develop instruments. This approach was necessary
since appropriate instrument resources did not appear to be
available (Malo & French, 1987). This customizing process led to
a contract between the Tennessee State Department and the
Appalachian Educational Laboratory to develop a Candidate
Interview. Concurrently, a process to collect and evaluate
candidate information via a Portfolio was initiated by State
staff. Eventually, these two data bases were reduced and merged.

The interview instruments and processes for administering and
scoring them, were subsequently piloted statewide using a random
sample of schools. Then, during 1984-85, 100 teachers evaluated
3,350 of their peers for either Level II or III of the Career
Ladder.

The first state evaluators were selected from among applicants
having at least eight years of experience. Preference was given
to those who had teaching experience in more than one grade level
or subject matter area. A selection panel screened the qualified
applicants and then contacted their local school systems to
confirm availability and obtain recommendations. These evaluators

were and remain the heart of the CLS.
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Rather than having State staff as evaluators , the CLS
legislation originally required that a three-member team of peer
evaluators from outside the candidate's own system be trained to
administer a common set of instrqments, using standardized
procedures to collect data and generate scores. These peers would
agree to spend a year of their time to become trained and, once
trained, to travel throughout the state conducting the
evaluations. As the System matured, only those teachers who had
gone through the process would be eligible to be peer evaluators.
Using this approach neither State bureaucrats nor a teacher in the
same school or district as the candidate would be involved in a
decision that not only means status, but also a great deal of
money over a teacher's career.

A planning grant submitted by the Tennessee State Department
to the U.S. Office of Education (1986) contained several comments
and recommendations about the interview development phase of the
CLS. While the first three recommendations are truisms about
almost any state program (not enough time for field testing, the
problems of validity when customizing an initial instrument, and
the need for a staff person to document the development of the
system and to organize records), the report also contains a
section that sheds light on Tennessee's particular interview
process. Apparently due to time constraints, "there was not
enough communication between the State Department and the
contractor. When the contractor arrived at the field-test

training, their interview was too long and had to be reduced from




47

32 question sets to 14. ©Not only was the administration time of
the instrument too long, but problems also existed with the
training program."

Because the contractor was present for interview-related
sessions only, the philosophy, style, and presentation across
sessions were not consistent. In addition, not nearly enough time
(two weeks) was allocated for the entire training effort.
Although statistical procedures to assure interrater reliability
were in place, the timeframe was insufficient to train the
evaluators in the Observation Instrument, Interviews, Portfolios,
and Questionnaires.

The first-year Portfolios were a paperwork nightmare for
teachers since they were required to develop instructional plans,
classroom management procedures, evaluation procedures, and
leadership and professional development activities for inclusion.
According to CLS staff (Furtwengler 1987), teachers spent endless
hours on their Portfolios--an expenditure of time that did little
to enhance classroom instruction. Our review of the Teacher
Portfolio Rating and Summary document supports the concerns of
candidates, staff, and evaluators from the 1984-85 experience
regarding data burden for all parties.

The first-year Interviews also required extensive
documentation, partially to prepare for any appeals. The State
evaluators had to document the candidates' answers to each of the
Interview questions. These Interviews were structured, controlled

by the evaluator, lasted several hours, and proved to be a time-

Ly
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consuming ordeal for the evaluator and a stressful and exhaustive
experience for the teacher (Furtwengler, 1987).

The law required a comprehensive, in-depth evaluation system
that would be fair and objective and that had high standards for
identifying outstanding teaching performance. Therefore, the
initial, complex attempts to establish multiple data bases were
due to be refined after the first year. 1In fact, the Portfolio
was eliminated in the second year, except for the candidate's
report of professional development and leadership activities. The
Interview was replaced with three one-hour "Dialogues" with the
candidate, one in each of three areas: Planning, Teaching
Strategies, and Evaluation. Each Dialogue was conducted by a
different evaluator. During each Dialogue, 30 minutes would be
devoted to structured questions and 30 minutes to unstructured
time in which the teacher shared information informally with the
evaluator (Millman 1985).

The initial version of the Interview took more than three
hours to conduct. 1In replacing the Interview with the three
Dialogues, entire question sets were deleted from the process.
This procedure was used so that the number of questions per
rating, and therefore, reliability of each rating, would not be
jeopardized. The question sets retained by the Dialogues were
selected because they were not as well covered by alternate data
sources.

For the 1985-86 administration of the CLS, only the Leadership

Summary section of the original Portfolio remained. It became

t
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part of a new instrument, the Professional Development and
Leadership Summary. The Dialogues were revised generally to the

present form:

. One Dialogue occurs during each of the three visits.

d Each Dialogue has a one-hour time limit.

. Structured and unstructured time is built in to each
Dialogue.

. The Dialogues separately focus on three domains:

Planning, Teaching Strategies, and Evaluation.

. The Planning Dialogue contains three question sets:

(1) developing goals/objectives, (2) determining how to
teach and use instructional materials, and

(3) accounting for student differences in all phases of
the classroom plan.

. The féaching Strategies Dialogue contains four question
sets: (1) describing how the learning will take place,
(2) monitoring student learning, (3) providing practice
aud review opportunities, and (4) keeping students
involved.

. The Evaluation Dialogue contains three question sets:
(1) evaluating student progress, (2) using evaluation
results to modify teaching, and (3) developing as well
as communicating high student academic expectations.

Modifications over the years, up to and including the training
of evaluators for the 1989-90 school year, concentrated on fine

tuning the questions asked by the evaluators and giving the
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interviewer more flexibility to ask probing questions. A copy of

the Dialog.-~, in its present form, appears in Appendix F.

Teacher Qrientation to the Dialogues

The Tennessee State Department annually publishes a Career
Ladder Teacher Orientation Manual (Tennessee State Department of
Education, 1984-90) which describes in some detail the entire
program, including the actual instruments used by the peer
evaluators during the three dialogues. This manual 1is designed to
provide candidates with the information necessary to understand
and successfully participate in the CLS.

A review of the Teacher Evaluation Manuals from 1985 to 1989
shows very few changes in the Dialogues or the associated criteria
used to evaluate the candidate. The 1989 version does have a few
additions to help explain the process. For example, the
candidates are informed that the teacher may wish to use notes,
but should not attempt to read a script; that the evaluator may
interrupt to ask questions; that the evaluator will be concerned
more with why a candidate does something than with what they do;
and that any material the candidate brings to the Dialogue is not
rated by the evaluator, but that it may help the evaluator in
scoring the dialogue.

The Planning Dialogue

The Teacher Orientation Manuals (Tennessee State Department of

Education, 1984-90) are designed to focus the candidate's actions

during each one of the three meetings. In preparing for the first
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which focuses cn the Planning Domain, the candidate is

told to prepare to discuss:

1.

These

which the

How they decide what to teach. They are to briefly
outline their instructional program for the year,
discussing the goals and objectives of the unit and
lesson plan that was observed. It is quite clear that
at least one classroom observation must occur prior to
the planning dialogue.

How they use teaching strategies and instructional
materials.

How they adjust their plans according to student
differences.

overall questions are then followed by an array of tips

State believes will be helpful to the candidates. The

candidates are warned that the evaluator will take notes but will

not record the interview verbatim and that the evaluator completes

the scoring after the visit is over. This allows the evaluator

time to give careful consideration to all the responses before

assigning a score.

The above three question areas drive the focused half of the

Planning Dialogue. During the remaining 30 minutes, which

constitute the unstructured portion of the Dialogue, the candidate

has an opportunity to share with the evaluator those things the

candidate

believes are important. Even though this sharing is

unstructured, it is important because the information gathered

there will be part of the basis for the evaluator's score.
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The Teaching Strategies Dialogue

The candidate/evaluator dialogue during the second visit
focuses on the Teaching Strategies Domain. The candidates should
be able to discuss:

1. How they explain their content or subject area to their
students, that is, what the students are to learn and
how it will be accomplished.

2. How they keep track of student learning during a lesson
and what they do when some students do not understand
the lesson.,

3. How they provide for student practice and review after a
lesson has been introduced.

4, How they keep students involved and participating in
learning activities.

The candidates are encouraged to share information about their
effective teaching strategies and to bring materials which support
their answers to the above questions. During the Teaching
Strategies Dialogue, the evaluator also rates the teacher on the
use of grammar and oral communication skills.

The Evaluation Dialogue

The third visit focuses on the Evaluation Domain. Thirty
minutes of the dialogue are devoted to the following questions:

1. How the candidatus evaluate what they teach, especially
as shown through student progress.

2. How they use their evaluation results to enhance student

learning.

by
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3. How they develop their expectations for the students and
communicate those expectations.

In other words, the teachers are asked to explain what they
intend to teach; how they intend to teach it; how they know if the
students learned the material; and if they didn't learn it, how
they will reteach the material for these students.

Scoring

In addition, the Teacher Orientation Manuals (TenPessee State
Department of Education, 1984-90) describe precisely how each of
the three Domains of competence (Planning for Instruction,
Teaching Strategies, and Evaluation of Instruction and Student
Progress) are evaluated by the Dialogues and how scores are
assigned. Each Domain has a series of Indicators or specific
descriptors. These Indicators appear at the beginning of the
Manual and hold for all the evaluation procedures. However,
within the Dialogue they are reworded and used as the basis for
the scoring. For example, in the Planning Domain, competency A

"Establishes appropriate instructional goals and related
)

/

objectives consistent with” the curriculum" is assessed using four
Indicators, each of which is rated on a five-point scale ranging
from unsatisfactory to distinguished. Each of 11 items 1is
similarly assessed such that scores may range anywhere from 11 to
55 points. The same pattern holds for the other two Domains in
the remaining two visits. The rating statements and protocols for

the dialogue instrument are shown in Appendix F.
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The Tennessee State Department publishes a Career Ladder
Technical Manual (e.g., 1988-89) as a guide for teachers as they
interpret their scores. Candidates receive as part of their
printout an average score for each Indicator within each Domain.
For example, the four scores (from 1 to 5) for Indicator A in the
Planning Domain are totaled and divided by 4. The most recent
means available show that the average score for Indicator A was
3.889 with a standard deviation of .712. This means that 68% of
the candidates' scores fell between 4.601 and 3.167. The typical
rating was close to 4 which is equivalent to "outstanding" with
the vast majority of the candidates between "average" and
"distinguished."

Only the Indicator of Evaluation Focus, within the Evaluation
Dialogue, shows a difference in average scores compared to the
remaining 10 Indicators. That is, scores dropped when the
candidates were asked to explain how they establish and
communicate their expeci itions for student learning, group their
pupils, document academic achievement commensurate with background
ability of students, and show improvement in student attitude
toward learning. The average score for this Indicator is 2.61
with 68% of the scores falling between 1.7 (below average) and
3.705. The Career Ladder Technical Manual (e.g., Tennessee State
Department of Education, 1988-89%9), therefore, provides a step-by-
step way for the candidates to understand how their scores were
developed for each instrument, by domain, and by indicator. ‘It

also explains the appropriate weighting and placement of scores on
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a standard 200-800 scale and provides a State benchmark for
candidates to use in understanding their scores in relation to
their peers across Tennessee,

The above discussion has centered on the Dialogue Instrument
and procedure, only one of several data bases used to generate a
score which determines whether a candidate becomes a CLS Level II
or III teacher. The philosophy of the program has been built on
the principle that no one instrument or procedure is so
comprehensive that a reasonable evaluation decision can be made by
its implementation alone. Thus, multiple data bases are
necessary. In addition, since it was decided at the beginning
that a student test would not play a role in making these
decisions, a labor~intensive approach using teams of objective
peers seemed desirable and necessary. To ensure that all
candidates would be treated equally and fairly required that these

peer evaluators undergo an intensive training program.

Evaluator Training

Beginning each August, all evaluators complete a month of
initial training in various phases of the evaluation process. A
number of days throughout the year are spent in additional
training and refining skills., According to CLS staff about 225
hours annually are necessary (Malo 1987.) About 50 of these hours
are spent learning to conduct the Dialogues. Evaluators are
tested for reliability and cannot actually conduct the Dialogues

until they have passed pre-established reliability tests, that is,

e
Lr
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assurances that evaluators can show consistency in their ratings.
Evaluators are trained to use the instruments .and. procedures in
all subject matter areas and grade levels, not just their own
areas of certification and experience.

The law enables the state to borrow Career Level III teachers
from local school systems for a full academic year. The State
pays the salaries of these full-time evaluators thereby freeing
local funds for the salaries of substitutes.

The following comments are based on our 1989-90 observation of
a week of evaluator training to conduct Dialogues. The training
was conducted by a team composed of staff from the Demartment of
Education's CLS Office and by individuals who had been peer
evaluators in previous years.

The evaluators are taught how to be good interviewers and good
listeners. They are to suspend their personal definition of good
teaching in order to establish a common basis for consistent
rating across the state. Interspersed with the general training
are specific sessions in understanding the Domains and Indicators
and .n scoring procedures.

Key observations during a week's worth of Dialogue training
include the following:

. Evaluators are to keep the teachers focused during each
Dialogue and not let them wander. A good interviewer
can be an unfocused candidate's best friend. For

example, during the Planning Dialogue, the interviewer

)
vy
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tries to keep the candidate from discussing teaching

- strategies until- the next visit.

Interviewers can only ask questions for clarification.
They are specifically taught the difference between
leading and clarifying questions. For example,
evaluators are told that it is not sufficient to accept
the statement: "I use the state curriculum in my
planning." Interviewers must ask how the teacher
candidate operationalizes the state curriculum
guidelines. The interviewers must guard against
inferring from their own experiences what the answer
ought to be.

Among the points of philosophy the evaluators learn is
that all good teachers use grouping in some way; hence,
a candidate's statement in the evaluation domain that "I
have a homogeneous class so I don't group" receives a
low score. Teachers can group by ability, achievement,
interest, learning style, subject area, age, etc. If
the candidate does not mention grouping, then the
evaluator 1s not to bring it up during the interview.
The interviewer cannot lead the candidate to the topic.
The Tennessee system is so open that extra help is not
deemed to be necessary. For example, the Domains,
Indicators, Dialogue Questions, and Criteria are

provided in documents such as the Teacher Orieptation

,
[V
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Manual (e.g., Tennessee State Department of Education,
1984-1990) .

Evaluator's questions are to clarify, focus, probe,
expand, and add depth. Some of these questions may well
relate to the materials which the candidate presents
five minutes prior to the Dialogue. This is a leftover
from the previous Portfolio concept. The materials are
supposed to provide a useful background for the
interviewers. Therefore, they are told to seriously
read and review them. These materials can be the basis
for probing questions during the Dialogue. Evaluators
are told not to take the materials with them and to
assure the candidates that the materials themselves are
not evaluated. The issue of how thorough the
interviewers are in this review is presently being
attacked through an appeals process. Some candidates
not attaining their desired level say that the
interviewers did not really review their work or discuss
it during the course of the interview. The interviewers
are told to stay within the five-minute guideline. If
the time varies from one candidate to another, it is
appealable by a losing candidate.

Distinguished teaching occurs independently from a
variety of factors. For example, regardless of the

teacher's statement about the constraints of working
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within state or district guidelines, it is the teacher's
classroom interpretation that makes the difference.
Evaluators are trained to review what the candidates say
according to the criteria specified in each Indicator's
measurement statements. On the 5-point scale used to
evaluate responses, 3 is typical, and in fact, the
interviewers are told that it is their reference point.
A response that is less than average is scored a 2
unless it is absent or a low level and then is scored a
1. The same procedure is used going up the scale in
moving from above average to distinguished. However,
the evaluators are told that just because a teacher
receives a 4 doesn't mean that the teacher should be at
CLS Level II and if a teacher receives a 5 that the
teacher is necessarily ready for Level III.

The State staff emphasize the importance of listening
skills and being open, sensitive and attentive to the
candidates. For example, if the evaluator does not ask
questions, the candidate may assume that the evaluator
is not listening or “just doesn't care.”

A major purpose of the Dialogue is to obtain information
that cannot be captured during the classroom
observations. The classroom observations do not provide
direct systematic evidence about teacher planning,
teacher assessment and modification of instructional

materials, and teacher choice and adaptation of
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instructional materials (Stodolsky 1990). However, at
least one classroom observation has to occur prior to
the Dialogue. The evaluators are warned about the halo
effect, that is, assuming the planning is good just
because the observation is good. Evaluators are drilled
on the concept that good teaching is good teaching no
matter where the classroom is located. Just because a
teacher does not have enough money to buy all the soccer
balls he/she wants and has to work in a poor facility
does not mean that tle essentials of good planning
cannot exist. Also, higher order thinking skills can be
incorporated in physical education as well as physics.
Through the use of simulations and videoc tapes of
Dialogues, the evaluators also were trained not to make
judgmental comments or interject their opinions into the
Dialogue. The tapes are also the basis for starting the
process of determining each evaluator's ability to score
the Dialogues according to the predetermined scores of
expert raters. There is a great deal of group viewing
of tapes, evaluation, debriefing, and then feedback to
operationalize all the measurement statements that are
listed in each Domain. Evaluators are continually
pressured to adopt the criteria and standards of the CLS
at the expense of setting aside their own standards.
This is similar to approaches used to train scorers of

essays in which all of the papers must be evaluated

-
- -
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according.to common criteria to assure that the final
scores are fair and objective. To accomplish this, the
evaluators are trained to think wholistically and not in
a checklist fashion.

. Finally, all the evaluat;rs are told that when unsure
about a score to always give the benefit of the doubt to

the candidate by assigning the higher score. Fairness

and objectivity were stressed in all the sessions.

D .

The Career Ladder Teacher Orientation Mapual distributed to
teachers across Tennessee (Tennessee State Department of
Education, 1889-90) clearly states that the two primary goals are
to identify and reward outstanding teaching performance and to
improve instruction. Further it states that the CLS is based on
two premises: 1) a sound evaluation program focuses on
performance, rather than credentials and 2) it is possible to
assess differences in teacher performance.

Given the above statements as the standard to use in
validating the existing Dialogue for collecting information, the
four questions cited earlier will be answered in this discussion
section:

1. What evidence exists that instrument development
procedures reflected the stated purposes of the CLS and

reasonable practice?
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2. What evidence exists that the instruments' content
"reflects specified needs, reasonable practice, and
empirical findings?

3. To what extent do training procedures ensure that thie
instruments can be reliably used as intended?

4, To what extent are the instruments and related
procedures implemented as intended?

Question #1

The CLS is characterized by a multi-instrument approach to
collect objective, reliable information to ascertain who is an
outstanding teacher. Instead of relying on one instrument or
procedure, the CLS is built on the concept that no one test or
procedure can be used and accepted as having the ability to
discriminate among the very good and the outstanding. Therefore,
a numbér of different instruments must be used to present a
comprehensive evaluation. The Dialogues represent a key component
of the System since they allow teachers to fully describe how
their teaching meets the standards in three of the key identified
Domains: Planning, Teaching Strategies, and Evaluation of
students and learning.

Available documentation (Appendix C) shows that the State used
recognized procedures in obtaining the best advice possible in
identifying the Domains and related Competencies. Tennessee
teachers had a chance to comment on them, and the Tennessee
Education Association provided continuing advice. National

experts were brought in from the beginning and their advice was
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sought throughout the developmental stages. The consensus from
the experts and the review of the literature led to the justified
conclusion that instruments and procedures would have to be
customized to meet the intent of the Tennessee law and the
Certification Commission established by the law.

Short timelines led to the initial over-development of
Portfolios and structured interviews. These initial efforts were
an attempt to collect all possible information, but were
burdensome to the point that the System would likely have
collapsed internally from the weight of the data and the cries of
the teachers about the paperwork. In retrospect, it was unwise to
have undertaken large-scale use of Portfolios for school teachers
in the wvirtual absence of small-scale experience (Bird 1990). But
the staff modified the System, again with the help of outside
experts as well as the Tennessee teachers who participated during
that first year, to focus it on the three key Domains now included
in the Dialogues and to make it manageable.

Since that first year, the Dialogue system has remained fairly
constant. The questions, including the subpoints under each
question that are used to determine point totals, and even tips
for the candidates' consideration as they prepare for the visits
are all open and available for review. The instruments, their
purpose, and relationship to the Domains are clearly described.

The original legislation contained quotas by school system in
the percent of teachers who could enter the top levels of the CLS.

However, the final bill did not put a percentage limit on the
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number of teachers who can qualify at the upper levels, nor did it
limit the location of the teachers by school system (Furtwengler
1985). The Dialogue Instrument is just one example of how all who
qualify will be rewarded--that teachers compete against an
external standard instead of each other (Glass 1990).

In summary, the statistical analyses of results provided in
Chapter VI indicate that the Dialogues are critical in deciding
the final Planning, Strateqgy, and Evaluation Domain scores. The
Dialogue section of CLS contains reasonable and valid instruments
and procedures to select distinguished teachers. Candidates who
are eligible to apply for the Career Ladder II and III positions
have access to all the information necessary to prepare for the
Dialogue and to make a case for their claim to be on the top rung
of the ladder.

Question #2

With regard to the second question about the content of the
Dialogues, our primary conclusion is that the questions are fair
to all teachers across grades and subject matter areas. For
example, they can apply equally to a high school physics teacher,
as well as a Jjunior high physical education teacher or a primary
self-contained classroom teacher. 1In fact, the evaluators are
drilled during their training procedure that good teaching in all
these areas must have the same high levels of planning,
strategizing, and evaluating. We have no evidence that the
questions nor procedures are changed according to whether the

teacher is from a wealthy or a poor school or is black or white.
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Our examination of the extant data indicates that the content of
these questions has remained from the earliest days of the expert -
and professional review.

One of the key alterations the first year was to change from a
formal interview where the teachers had to respond to an éxtensive
list of questions to the present format where the evaluator
provides a template via a few questions and the teachers tell
their story of how they plan, actually teach, and evaluate whether
the pupils have gained the desired knowledge. Although the data
we reviewed did not formally describe why the name of the
procedure was changed to "Dialogue, " it certainly was appropriate.
During the training, the evaluators are told that this time is the
candidates' opportunity to explain their philosophy and how they
turn their theories into action. The evaluator simply tries to
keep the conversation focused.

OQuestion #3

valid instrumentation and procedures are necessary but not
sufficient unless the evaluators are trained to use them
objectively, fairly, and reliably. The materials, our
observations of evaluator training, and interviews with evaluators
and trainers have provided ample evidence of the high quality of
the System. Training any large group to hold their own
perspectives in abeyance while they learn a common definition is
always difficult.

The most essential element in a training program, especially

one that goes on for a month, is a dedicated, knowledgeable staff
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with sufficient materials. The training that we observed this
year had not only several State staff members who have been with
the CLS since its beginning but also several former evaluators.
Théir formal and informal assistance was quite wvaluable to a group
of strangers from schools all over the state who had left the safe
environment of the classroom to become evaluators of their peers.
The smoothness of this process is greatly dependent upon the
accunmulated experiences of the staff.

Much of the evaluators' positive self-concept and confidence
in their own abilities occurs as a result of the statistical
checks used to evaluate progress. For example, during the week
devoted to training on the Dialogues, the evaluators viewed video
tapes of interviews. Eventually, the staff felt the group had
reached a point where they could rate the tapes using the Dialogue
Instruments. Their scores would be compared with those previously
assigned by a panel of experts. This procedure enabled the staff
to evaluate the progress of the group as well as individuals and
to plan future training sessions. Reliability checks to evaluate
consistency and accuracy continued throughout the training and
also in the field. Staff used a standard statistical formula to
document reliability before moving to the next activity. Staff
had procedures to check for rater drift, that is, when an
evaluator started to systematically score a candidate higher or
lower on the questions compared to the criterion scores set by

experts.
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Training procedures are in place to ensure that the
instruments are reliably used as intended. However, it is
recommended that a portable or lap-top computer along with a
printer should always be available for CLS staff in conducting the
reliability checks. Also, additional video tapes should be made
available for training purposes. Perhaps, with the emergence of
video discs, a training package could be put together to enable
some regional training.

Question #4

Finally, the Dialogues are valid elements of the CLS in that
they meet the letter and spirit of the law. They are well founded
in research and statistical checks for reliability meet accepted

practices.

Analysis

The previous section discussed the CLS according to the
questions of validity as they relate to the intent of the law.
However, unanticipated consequences of the program should also be
explored and the original purpose of the law should be reviewed.

Without a doubt, Tennessee has an extraordinary resource that
should be the envy of every other state: the cadre of evaluators
who have undergone a full year of training and who have observed
the best of their peers throughout the state. In a recent
dissertation, Parkison (1987) describes the reactions of the
evaluators whom she interviewed and surveyed. These eveluators

said that when they returned to the classroom they perceived

-
O
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themselves as having improved their planning for instruction,
strategies on how to teach, and evaluation skills. They
attributed these improvements to their exposure to the ideas,
methods, materials, procedures, and teaching styles of other
teachers, as well as to their training on how to systematically
analyze a teacher's behavior. The evaluators also reported a
significant gain in personal growth and attributed this change
primarily to the independence, self- reliance, and decision-making
demands of being an evaluator and participating in evaluator
training.

Obviously, hundreds of Tennessee teachers believe they have
undergone an extraordinary amount of professional growth that
would not have been possible without their participation as
evaluators in the CLS. A question that Parkinson brings up for

the State and its institutions of higher education is how can an

even larger segment of Tennessee teachers benefit from the CLS

training procedures in order to analyze and improve their own
teaching?

While the observed quality of the training is superb, it is
too person-dependent at this time. That is, the staff in charge
have not had an opportunity or funds available to develop a
polished package that could be exported. Staff seem to have a
sixth-sense about when to adjust a sequence of materials, change
direction or skip ahead based on their experience in working with
large numbers of trainees. These organizational guidelines are

not in writing, nor is there a polished package of written or

>y
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audio-visual materials. Expansion to regional training for CLS
evaluators is out of the question until this package is together;
the credibility of the CLS depends on teachers across the state
knowing that the quality of the training is consistent and does
not vary by where the evaluator received the training or who
happened to staff a certain week of training.

The proceedings from the 1988 Educational Testing Service
(ETS) Invitational Conference, entitled New Directions for Teacher
Assessment, provides another standard from which to view the
progress of the CLS. In that document, Kelly (1989), as part of
his argument for establishing a National Board for Professional
Teaching Standards, states that "though dozens of accountability
measures have been spawned, many educators, as well as government
and business leaders, continue to express doubts concerning the
quality of teaching in schools." These statements are similar to
those made five years earlier in the Tennessee debate over the
CLS. A further complaint made by Kelly is the fact that, "little
distinction is made between the first-year and twentieth-year
teacher."

Kelly goes on to state that the National Board for
Professional Teaching Standards is a non—-profit organization whose
main purpose is to establish high and rigorous standards for what
teachers should know and be able to do and to identify those
teachers who meet the standards. The proposed standards sound
very much like the Indicators within the Domains assessed by the

CLS: teachers should treat all students equitably and understand

0
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~the personal and instructional implications of student
differences; teachers should be skilled at diagnosing and
facilitating learning; armed with a variety of methods and modes
of interaction, they must create, enrich, and on occasion alter
the organizational structures in which they work with young
people; and they must sustain the interest of students and
evaluate their students' learning.

In the same document, Shulman (1989) adds that teacher
assessment must measure teacher classroom management and
organization skills as well as what, how, and why teachers think
about their actions in teaching particular ideas and skills.
Shulman goes on to argue that "teaching is such a complex and
contextualized phenomenon that any single mode of meas.rement will
fail to assess its practitioners validly...the solution lies in
deploying complementary modes of evaluation." Therefore, he, as
well as others pursuing a National Board, advocate the Tennessee
philosophy of a multiple data base for making decisions.
Interestingly enough, Shuvlman argues for the use of portfolios—a
concept that was tried and rejected in Tennessee.

In these same proceedings, Urbanski (1989) praises the
Rochester, New York experiment because "unlike merit-pay systems
that purport to be careecr-ladder programs, our Career in Teaching
plan incorporatecs the peer-review concept." Tennessee made a
significant decision at the beginning of its efforts to avoid the
easy solution of making evaluators full-time career positions

instead of annually selecting and training a new contingent of
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teachers. But the decision has gained credibility since the
evaluation process is peer-based, and as mentioned at the
beginning of this section, has produced a statewide core of highly
trained classroom teachers who can be school, district, and
regional resources.

Perhaps, the most significant question regarding the validity
of the System is not whether the pieces are the right ones and
whether they mesh to really identify the most distinguished
teachers, but rather should the system have been built at all?
Timpane (1989) concludes the ETS conference proceedings by stating
that:

We can have no doubt that the movement toward teacher
assessment in this nation is substantial, durable, and
nationwide...for many years we thought the testing of
students would establish this accountability, and when that
didn't work, we tried the evaluation of programs, and when
that didn't work, we began to zero in on the performance of
the individual educator...the quest...is a growing feature
of our society, not simply of our educational systems
...there is nothing in the policy world that suggests this
direction toward greater accountability and more
substantial teacher assessment 1is going to change...the
pace may change; the details may change. Some ideas and
directions may prove to be worthwhile, some not. But we
will not, as a nation, retreat from this gquestion. It is a
part of the larger quid pro quo that seems to govern the
educational reform movement today--that if there are going
to be more resources for the schools and better pay--the
quid--then the policy makers of the world are going to
insist on a quo.

Timpane goes on to ask whether teacher assessment will improve
the education of children and quite appropriately answers that it
depends. It depends on whether or not the assessment is designed
and caerried out in an organized and systematic perspective in

league with other policies for school improvement, better teacher
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preparation and improved teacher-induction programs. Perhaps,
another way to phrase the larger question not addressed in this
study is whether the CLS is viewed, in fact, as one of many
interrelated means to the end of improved pupil performance or as
an end itself.

There is one final note regarding emerging methods of teacher
assessment that may have implications for the CLS. Haertel (1980)
writes from his experience at Stanford University's Teacher
Assessment Project that performance testing and simulation lie
somewhere between observing teachers in their classrooms and
multiple-choice tests. He goes on to say that these methods are
only now being explored with prototypes under development, but he
believes they promise to assess a greater range of teaching
knowledge and skills with greater reiiability and efficiency than
classroom observations. Among the performance exercises now being
developed are one requiring teachers to piesent a lesson to a
small group of students, another in which a teacher examinee views
and discusses a video tape of another teacher's performance, and
vet another in which a teacher responds to students' scripted
questions.

Summary. Through the 90's, emerging, innovative asséssment
approaches, such as those described above, should be monitored to
see if they could supplement the present Dialogue and other
instruments. But at this time, the CLS Dialogue is working as

intended.
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Chapter V: . Content Validity—Questionnaires

The Elementary Student (Form E), Secondary Student (Form S),
and Principal Questionnaires are used along with other Tennessee
{ Career Ladder System (CLS) instruments for making decisions about
individual teacher quality. The other instruments are described
in previous chapters and include the Dialogue, Observation
Instrument, and Professional Dezsvelopment and Leadership Summary
(PDLS). The total CLS score, upon which CLS advancement decisions
are made, 1s based on a weighted sum of scores on these
instruments plus a Professional Skills Test.

The purpose of this chapter is to examine the content of the
Questionnaires in order to determine the extent to which they can
be expected to contribute to accurate CLS advancement decisions at
Levels II ("better") and III ("best"). The questions driving this
chapter are the same as those that guided the preceding chapters
on the content validity of the Dialogue, Observation, and PDLS
instruments:

. What evidence exists that instrument development
procedures reflecvad the stated purposes of the CLS and
reasonable practice?

> What evidence exists that the instrument's content
reflects specified needs, reasonable, practice, and
empirical findings?

. To what extent do training procedures ensure that the

instruments can be reliably used as intended?
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L To what extent are the instruments and related

procedures implemented as intended?

Principal C . .
Instrument Development and Content

Pu Ch Development/ ion. The
Principal Questionnaire provides an alternate or additional data
source for each of the CLS Indicators. The Questionnaire consists
of items designed to assess Indicators of each of the Competency
areas assessed by the CLS: (I) prepares for instruction
effectively; (II) uses teaching strategies and procedures
appropriate to the content, objectives, and learners; (III) uses
evaluation to improve instruction; (IV) manages classroom
activities effectively; and (V) establishes and maintains a
professional leadership role. Together, the Com, :tency areas
encompass a total of 17 Indicators for General Education; two
additional Indicators (total n=19) apply to teachers of special
populations and one additional Indicator (total n=18) applies to
vocational educators. The additional Indicators are included to
meet the particular evaluation needs of special populations and
vocational education candidates. Hence, the Principal
Questionnaire contains 20 items or Indicators, with a maximum of
19 Indicators applying to any one candidate.

A review of documents on file with the Tennessee State
Department of Education (Appendix C) indicates that the Principal

Questionnaire was first used in 1985-86 during the second year of
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. CLS implementation. A "Superordinate™ Questionnaire, used in
1984-85, was the precursor to the Principal Questionnaire. The
Superordinate Questionnaire, completed by the person responsible
for the candidate's personnel evaluation--usually the Principal--
consisted of 45 items, provided no explanations regarding the
various items, and used a frequency scale which asked how often a
teacher did something (i.e., half-of-the-time, usually, almost
always) . The subsequent Principal Questionnaire consisted of one
item per Indicator, provided a principals' handbook containing
explanations pertaining to the items and their completion along
with an explanation of the principal's role in the evaluation
process, and used a quality scale asking how well the candidate
did something (i.e., average, outstanding, distinguished).

The decision to replace the Superordinate Questionnaire with
the Principal Questionnaire is documented in the minutes of the
8/16/85 meeting of the Interim Certification Commission. The
decision was based, in part, on technical advice from Dr. Jason
Millman, a measurement expert and Professor of Education at
Cornell University, who observed the evaluator consensus judgment
process, inspected the CLS instruments, guided the design of data
analysis of the first year's evaluation results, and studied the
first available results of the data analyses. With regard to the
Superordinate Questionnaire, he advised that the scale be changed
from one of frequency to one of quality, that the number of
questions be reduced, and that the evaluator ask for examples of

candidate gualities that the superordinate judged as outstanding.
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Other than wording refinements and improvements in
instructions and explanations there were no changes to the
Principal Questionnaire in 1986-87. In 1987-88 items were field
tested for inclusion in the 1988-89 instrument. A copy of the
instrument now in use, including the Competency and Indicator
associated with each item, appears in Appendix F. The changes in
the instrrhment since its ianception as the "Superordinate"
Questionnaire seem to have added needed clarity and increased the
potential for both implementation and scoring validity.

Comp ! & 1] . As with the other CLS
instruments, the identification and content validation of
Competencies and accompanying Indicators for CLS inclusion was
based on effective teaching research, consensus by practicing
teachers, and expert opinion. In no case does the Principal
Questionnaire provide the only data source for an Indicator.
Rather, it provides another data source per Indicator, based upon
a particular perspective, i.e., that of an administrative
supervisor. Refer to Appendix G for a list of the instruments
which address each of the Indicators included by the CLS for
general education, special populations, and vocational education
candidates.

The Competencies and Indicators were approved by an Ad Hoc
Interim Certification Commission convened in April, 1983 and
charged with developing a master teacher evaluation system. Staff
to the Commission included an executive director, Dr. Russell

French from the University of Tennessee at Knoxville, and




personnel from the State Department of Education's Division of
Research and Development.

Vanderkilt University was contracted to provide research
information on teacher effectiveness and indicators of teacher
competencies which affect student achievement. This research
formed the bases for the content of the various CLS evaluation
instruments. The resulting Competencies and Indicators were
submitted to review by more than 6,000 teachers.

As stated previously, all of the Competencies and their
associated Indicators are represented on the Principal
Questionnaire. FEach item on the questionnaire addresses one
indicator. The indicators are included in Appendix G.

Administration of the Principal Questionpaire. During the
first evaluator visit of a particular evaluation cycle, the
Evaluator ensures that the principal has a handbook that describe
the evaluation process and explains the Principal Questionnaire.
The evaluator also leaves a copy of the Questionnaire with the
principal for collection by an evaluator at the second visit.

The completed Principal Questionnaire is collected by the
evaluator conducting the second visit. Completed questionnaires
are submitted to CLS staff for scanning/scoring and inclusion in
the final evaluation score/report. Principals may share their
responses on the Questionnaire with the candidate if they wish.
Regardless of the principal's decision in this matter, the

candidate will see the scores from the Principal Questionnaire on

,".J
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the final evaluation report. This practice may influence
principals' responses to the Questionnaires.

This section of the chapter is reliant upon extant information
available in the files outlined in Appendix C. Training in
questionnaire related procedures was not directly observed by
members of the validation team. According to a technical paper
presented by Malo (1987), training in questionnaire administration
is approximately four hours total including the Student
Questionnaires.

A review of training materials (e.g., Evaluator Training
Manual, 1988-89) indicates that most of the instruction centers on
the logistics of questionnaire administration. In the case of the
Principal Questionnaire, instructions are guite straightforward.
During the first visit, the evaluator makes sure that the
principal has a handbook which describes the principal's role in
the CLS evaluation process and provides guidelines and
explanations pertaining to questionnaire completion. The extent
to which principals adhere to the guidelines is not easily
assessable. The files (e.g., Sounding Board summaries, ICC
minutes) indicate that modifications in the Instrument over the
years, such as item clarification via handbook explanations and a
reworking of the format, were targeted at increasing the extent to
which principals used the Instrument to differentiate between
"pbetter," and "best" candidates. Principals tended to rate toward

the high or "best" end of the scale. The most recent assessment

s
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of the reliability of the Principal Questionnaire provides
weighted alpha coefficients of .78-.95 for five domains as
follows: Planning (.94), Strategies (.95), Evaluation (.81),

Management (.88), and Leadership (.78).

Stud o . ,
Instrument Development and Content

The Student Questionnaires are designed to gather student
perspectives on the Indicators listed below. The underlying
assumption is that students are in a unique position to observe
Indicators of these Competencies and judge them.

Competency II (uses teaching sééategles and procedures
appropriate to the content, objectives, and learners):

. Provides a clear description of the learning task and

its content.

. Monitors learner understanding and reteaches as
necessary.

. Provides learners appropriate practice and review.

. Establishes and maintains learner involveme¢nt in the

learning task.
Competency IIT (uses evaluation to improve instruction):
. Reports learner status and progress to learners and
their parents.
. Improves learner performance.
Competency IV (manages classroom activities effectively):

. Establishes and maintains appropriate learner behavior.

-
~
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. Establishes and maintains a classroom climate conducive
to learning.
. Makes effective use of classroom resources.

The Elementary and Secondary Student Questicnnaires appear in
Appendix F. The Competency and Indicator addressed by each
questionnaire item is provided. The Secondary Questionnaire
contains 39 items for response by all students with three
additional items for response by vocational education students
whose learning situations may be somewhat unique. The Elementary
Questionnaire contains 34 items. Insofar as appropriate, the
Elementary and Secondary items parallel one another. However,
wording or number of items per Indicator varies by Questionnaire
so that the Questionnaires may be optimally sensitive to the
different experiences and levels of understanding of the
elementary and secondary school students.

A review of documents on file with the Tennessee State
Department of Education (Appendix C) indicates that the Student
Questionnaires were first used during the first year of CLS
implementation in 1984-85. At that time, there were three
questionnaires, one for grades K-2, 3-6 (Elementary form), and 7-
12 (Secondary form) consisting of 9, 34, and 44 items,
respectively.

In 1985-86, alternative administration methods were allowed
for the K-2 Ques“ionnaire to accommodate the needs of primary
children (e.g., marking directly on the questicnnaire instead of

on & computer-scanable answer sheet). Subsequently, seven items
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were eliminated from the Elementary Student Questionnaire and two
questions pertaining to student progress were added for field
testing purposes. The items were: Have you learned a lot from
this class? and Do you like to learn in this class? During this
year, sevenfggestions were also omitted from the Secondary Student
Questionnaire and two new items on student progress were field
tested: I have learned about the subject being taught in this
class and I have enjoyed learning about the subject being taught
in this ciass.

The Student Questionnaires remained unchanged for the 1986-87
year. The 4/10/87 minutes of the SCC indicate that in 1987-88 the
K-2 questionnaire was eliminated because of administration
difficulties and because it yielded only a small amount of data.
Additionally, it did not accurately differentiate among levels of
teachers, although it did not have a negative impact on
candidates' scores (see 5/8/87 SCC minutes). Wording of the
Elementary and Secondary Questionnaires was refined but no
substantive changes were made. In 1988-89, the previously field-
tested items were incorporated into the Elementary and Secondary
instruments.

Competencies and Indicators. The Competencies and Indicators
that serve as the bases for the items on the Student
Questionnaires are the same as those underlying the other
instruments. Hence the development procedures described for the

Principal Questionnaire earlier in this chapter apply here also.
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The
Questionnaires are to be administered by the State Evaluator
during the second visit. The teacher should not be present in the
room where the Questionnaires are being administered. This
practice helps reduce the potential for teacher influence on
students' responses,

If the candidate's school is departmentalized, the
Questionnaires are to be administered to a section or class of the
candidate's choice, providing that a minimum of 20 students are
included. In self-contained teaching situations, the entire class
receives the questionnaire. Evaluators are instructed that it may
take longer to administer the questionnaire to the lower grades
but in no case should it take more than half-an-hour.

Procedures for administering the Student Questionnaires are
similar for both forms. However, the elementary version requires
that the evaluator readcfach item aloud while students respond.
The evaluators are also instructed to check periodically for
understanding. The manner in which they do so may or may not be
uniform as described below.

Instructions in the Evaluator Training Manual (e.g., Tennessee
State Department of Education, 1988-89) indicate that the
evaluator should ensure that the teacher has provided each student
with a #2 pencil, ask the teacher to leave the classroom, identify
him/herself and the purpose for being in the class, give each
student one copy of the Questionnaire, and count and record the

number of questionnaires distributed.

Y
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The evaluator is additionally instructed to inform students
that their participation is voluntary and that their identities
will be kept confidential. If students are.unwilling to
participate, the evaluator is to retrieve the Questionnaire and
ask the student to work quietly on something else while the
Questionnaire is being completed by the other students. If
students have questions about any items, the evaluator is to
provide alternate phrasing or additional information. How this is
done is left to the discretion of the evaluator and, hence, may
not be uniform across evaluators. Collection procedures for
completed Questionnaires are also up to the evaluator to decide so
long as the number collected equals the number distributed.

Guidelines, in script form, for presenting Questionnaires to
the students are provided in the Evaluator's Training Manual
{(e.g., Tennessee State Department of Education, 1988-89); but, the
Manual also emphasizes that the guidelines are just that-
guidelines—and that the the evaluators may reword, reorder, or
even redo the guidelines to suit a particular group of students so
long as the following elements are retained:

. Who is esking the students to complete the questionnaire
(State Department of Education) and why (to help in the

evaluation of their teacher).

. How to mark the sheet (#2 pencil, fill the bubbles).
. That this is voluntary and anonymous.
. Questions must be read aloud to students in grades 6 and
below.
NS
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. Check for understanding at least once ("Any
questions?") .
Traini / Imo] : .

As with the Principal Questionnaire, this section of the
chapter is reliant upon extant information available in the files
outlined in Appendix C. Training in Questionnaire-related
procedures were not directly observed by members ¢f the validation
team. According to a technical paper presented by Malo (1987),
training in Questionnaire administration is approximately four
hours total including the Principal Questionnaire.

A review of training materials (e.g., Evaluator's Training
Mapnual) (e.g., Tennessee State Department of Education, 1988-89j
indicates that most of the instruction centers on the logistics of
Questionnaire administration. 1In the case of the Student
Questionnaires, procedures leading up to actual Questionnaire
administration (e.qg., asking teachers to leave the classroom,
etc.) are straightforward; however, actual administration allows
for evaluator discretion. For example, evaluators may even reword
information to meet the perceived needs of particular students or
classes. The extent to which Evaluators modify the guidelines
contained in these training manuals 1s not assessable at this

time.

sSummary
The Questionnaires add to the credibility of the CLS process

by fulfilling the important political need for input by

N
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stakeholders other than the candidates or State evaluators. By

providing alternaté data soﬁfces fof thé éLSVIﬁdiéétors,rthéy
additionally contribute to the potential validity of the CLS
process and resultant decisions.

The instruments are reliable as demonstrated by their
reliability coefficients. They undoubtedly suffer from the
problems associated with using questionnaires as a data source for
any purpose. That is, they are based on reports by individuals
having particular perspectives rather than on relatively objective
observations. Also, the vested interests of the respondents
(e.g., principals whose ratings will ultimately be known to the
candidates via the final evaluation report and who must continue
to work with candidates regardless of the CLS decision) may
contribute to reliable, but not particularly valid, ratings.

The extent to which administration of the Student
Questionnaires allow for individual student differences (e.g.,
rewording for students who do not seem to understand items) is
commendable; however, it also contributes to nonstandard
administration. To the extent that administration is not

consistent, the validity of responses may be questioned.

-
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Chapter VI: Statistical Indicators of Validity

for the Ternessee Career Ladder Program

Reports by French, Malo, and Rakow (1987) and by Rakow and
Malo (1989) provide the results of fairly extensive analyses of
several issues that are relevant to this report. In particular,
those reports provide information on the internal consistency
reliabilities of sub-scores that contribute to the composite
Career Ladder score, interrelationships among various subscores
and between subscores and the composite, and information on the
degree to which the various subscores differentiate among Career
Ladder Levels. In addition, they provide information on the
weighting of various types of scores to form Domain scores and tre
weighting of Domain scores to form the composite scores that are
used to determine qualification for Levels II and III on the
Career Ladder.

We have reviewed those reports and make fairly extensive
reference to them in our discussion of statistical evidence of
validity of the Career Ladder System (CLS). We also have
conducted our own data analyses using a data file that contained
records for program participants in 1986, 1987, 1988, and 1989.
These included correlational analyses involving domain and
composite scores and analyses of the degree to which the Jomain
scores differentiate the three Career Ladder Levels. The latter
analyses provide an independent assessment of some of the issues

addressed in the French, Malo, and Rakow and the Malo and Rakow
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reports. In addition, however, analyses were conducted to
evaluate the sensitivity of the composite écore to alternative
weightings of the five Domains and to investigate the relationship
of background charac'eristics, particularly race and gender, to
Career Ladder Level attainment. Finally, the performance of
recipients of various teacher awards (e.g., Teacher Education
Asscciation Distinguished Classroom Teachers) in the CLS was

investigated.

Types of Scores and Determination of Career Ladder level

In addition to meeting experience requirements and passing the
communication test requirements, a minimum score of 600 is
required on the Career Ladder composite to qualify for Level II
and a minimum of 700 is required for Level III. To qualify for
one of these levels, candidates are also required to have scores
in each of the five Domains that are combined to form the Career
Ladder composite of at least 450. The five Domains for which
scores are reported are (I) Planning, (II) Teaching Strategies,
(III) Evaluation, (IV) Classroom Management, and (V) Professional
Development and Leadership. The scores for each Domain are
reported on a 200 to 800 scale. To compute the composite, the
five Domain scores are multiplied by weights of .15, .35, .15,
.25, and .10 for Domains I through V, respectively, and summed.

With the exception of Domain V (Leadership), which does not
include a consensus score, each Domain score is obtained as a

weighted combination of a scaled data score (DATA), the principal
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score (PRIN), and the consensus score (CONS) for that domain. The

weighted sums ar- .efined as follows:

Domain I = .65(DATA 1) + .10(PRIN 1) + .25(CONS 1);
Domain II = .71(DATA 2) + .04 (PRIN 2) + .25(CONS 2);:
Domain III = ,65(DATA 3) + .10(PRIN 3) + .25(CONS 3);
Domain IV = ,63(DATA 4) + .12(PRIN 4) + .25 (CONS 4);

Domain V .80(DATA 5) + .20(PRIN 5).

The DATA scores for each Domain are based on equipercentile
conversions of weighted sums of standardized scores from the
relevant data sources for that domain. For Domains II, III, and
IV the data sources consist of scores obtained from the Teacher
Observations (OBS), the Dialogues (DIAL), the Student
Questionnaires (STU), and the Professional Skills Test (PST).
Domain I does not involve a Student Questionnaire so the DATA 1
score is based on a weighted combination of OBS, DIAL, and PST.
The DATA 5 score is based on the only data source involved in that

Domain, i.e., the Professional Development and Leadership Summary

(PDLS) .

Reliabili

Rakow and Malo (1989) estimated internal consistency
reliabilities using a modification of Cronbach's coefficient
alpha. Estimates were not obtained for the PST or in cases where
alpha is not applicable (e.g., the consensus scores or the
dialogue score in the Classroom Management domain). The

coefficients that were reported by Rakow and Malo are summarized
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in Table 1. With the exception of the DATA 3 score and the Domain
\Y séofe;raii éf the iﬂternél coAsisﬁenc? céeffiéients are .70 or
higher, and most are in the .80 to .95 range.

High internal consistency is not a requirement for effective
measures, especially when the interest is in domains that are
relatively heterogencous such as is the case in the Career Ladder
Program. The magnitudes of the coefficients obtained are at
reasonable levels and demonstrate that the subscores (e.g., OBS,
DIAL) have relatively high internal consistency. Since the Domain
scores, by design, combine several sources of information it is
not surprising that internal consistences of the Domain scores are

lower.

Intercorrelations of Subscores and Composite Scores

Rakow and Malo (1989) report a complete multitrait-multimethod
intercorrelation matrix that includes correlations among the
various subscores (e.g., OBS 1, DIAL 3, etc.) as well as the DATA,
Domain, composite, and the actual Career Level attained. These
intercorrelations provide a wealth of information for
understanding the measurement characteristics of the CLS and we
will consider some of these correlations in detail.

As was noted above, there are three or four subscores that are
combined to form the DATA scores for Domains I through IV. It is
instructive to consider the multitrait-multimethod correlation
matrix shown in Table 2 for the four types of data subscores for

Domains I through IV.
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The idealized multitrait-multimethod matrix, when the
variébies age érréﬁged-asrﬁhéy afe iﬁ Tablé 2, wéﬁldrhave
relatively high correlations in each of the four triangular
segments of the table. These "validity triangles" contain the
intercorrelations among the scores within a single Domain, (e.g.
Planning) obtained by different methods. High correlations in
these triangles provide evidence of "convergent validity,'" that is
the degree to which different methods provide convergent evidence
regarding the performance of a teacher within a domain. It can be
seen, for example, that the Observation and Dialogue scores have
moderately high correlations (.38 to .49) with each other in
Domains I, II, and IV, and a somewhat lower correlation (.25) in
the Evaluation Domain. Student Questionnaire scores are
positively related, albeit at a generally lower level with the
Observation and Dialogue scores. Scores on the Professional
Skills Tests, with the possible exception of the Planning Domain,
have little relationship to scores obtained from the other three
domains.

The correlations in Table 2 that are shown in bold face type
and underlined are based on scores for different domains obtained
by the same method (e.g., Observation). If it is the domain
rather than the method that is most important in determining an
individual's scores, then those underlined correlations should
generally be lower than the correlations in the validity
triangles. Such a finding would provide evidence that the scores

have "discriminant validity," that is, that the differential
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performance in the different dcmains can be distinguished by a

given method. From an inspection of the correlations in Table 2,
it is obvious that just the opposite usually holds for these data.
That 1s, the highest correlations are obtained from the use of a
common method across different Domains rather than the use of
different methods within a single Domain. Scores obtained from
Student Questionnaires, in particular, show essentially no
differential validity for the different Domains since the across-
domain STU correlations range from .83 to .89 while the STU scores
correlate .32 or less with the scores obtained on a common domain
using a different method.

Although the pattern of correlations in Table 2 provides only
weak evidence of convergent validity and essentially no evidence
of differential validity, such an outcome is not unusual. Method
has often been found in other situations to dominate the magnitude
of the intercorrelations, particularly in cases where ratings or
judgments of observers are used. Students, in particular, seem to
be providing data that reflect a single general characteristic
rather than making sharp distinctions between strategies,
evaluation, and classroom management.

The lack of discriminant validity would be a major c¢cncern if
a single method were to be used to determine a teacher's level on
the Career Ladder, or if decisions about teacher status were based
on Domain scores rather than on the composite. Since neither of
these conditions holds, we do not believe that the lack of

discriminant validity is a serious problem for the CLS. It does
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suggest, however, that, for the future, consideration might be
given to simplified methods of combining data (i.e., moving from
the large number of original scores for the various components to
a single composite score), and together with other findings
reported bhelow, that sharp distinctions or decisions based on
domain score differences should be avoided.

In practice the OBS, DIAL, STU, and PST scores are not used
separately for any decisions. Rather, these four data based
scores are combined to form DATA scores, which are then used in
combination with consensus and principal scores to derive DOMAIN
scores. It is relevant to understanding the DATA scores, however,
to consider the degree of relationship of those scores to the
subscores from which they are derived.

Table 3 lists the correlations of the OBS, DIAL, STU, and PST
subscores with the DATA scores for each Domain. These
correlations provide an indication of the "effective" weights of
the four subscores in determining the DATA score within each of
these Domains. As can be seen, the PST is least related, and
therefore has the smallest effective weight in determining the
DATA scores in each of the four Domains. DIAL has the highest
correlations with DATA for Domains I, II, and III, but both OBS
and STU are more highly correlated with DATA than DIAL is for
Domain IV. This suggests that the Dialogues are critical in
deciding the Planning, Strategies, and Evaluation DATA scores, but

not the Classroom Management DATA score. OBS is the most
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important data source for the latter DATA score and the second
most important source for the other three,

As was previously indicated, once the DATA scores are computed
they are combined witl the principal (PRIN} and consensus (CONS)
scores to obtain the Domain scores that are reported and, in turn,
combined to form the final composite score. The weights used to
compute the Domain scores which were reported earlier, are
sometimes referred to as the "nominal" weights to distinguish them
from the "effective" weights. The nominal weights are used to
perform the calculations, but the importance of each subscore in
determining the relative standing of candidates on the Domain
score may or not be clocely parallel to the nominal weight because
subscore variances and intercorrelations also influence the
effective weights. Thus it 1s useful to consider the correlations
of the DATA, PRIN, and CONS subscores with the Domain scores to
get a better idea of the effective weights of the subscores.

Correlations of the DATA, PRIN, and CONS subscores with the
corresponding Domain score are listed in Table 4. The striking
thing about the results in Table 4 is the extraordinarily high
correlations between DATA and the overall Domain scores for all
five Domains . The correlations of .97, .98, and .99 between DATA
and DOMAIN for all of the Domains suggest that, for purposes of
determining Domain scores, the principal and consensus scores are
unnecessary. The principal subscores have relatively low

correlations with the Domain scores in all five cases, especially
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when it is considered that these correlations reflect part-whole
relationships.

As was stated above, the nominal weights for combining the
Domain scores to obtain the overall composite scores are .15, .35,
.15, .25, and .10 for Domains I through V, respectively. Once
again, to evaluate the effective weights it is useful to consider
the part-whole correlations of the domain scores with the
composite scores. Those correlations were computed separately for
the 1986, 1987, 1988, and 1989 data sets provided by the Tennessee
Department of Education. Those correlations and the number of
cases on which they are based are shown in Table 5. Also listed
in Table 5 are the correlations reported by Rakow and Malo (1989)
for Fall 1987 - Spring 1988 applicants included in their analyses.
The latter data set presumably overlaps substantially with the
1988 data set we analyzed, but involved a somewhat smaller group
of applicants.

The effective weights suggested by the correlations are
generally consistent with the nominal weights. For every data set
the highest correlation between a Domain and the composite score
was obtained for the Strategies Domain which has the largest
nominail weight (.35). Classroom Management consistently had the
second highest correlation and it is the domain with the second
highest nominal weight (.25). The lowest correlation is obtained
consistently by the Domain with the lowest nominal weight,
Professional Development and Leadership. It should be noted,

however, that the Domain-composite correlation for that Domain has
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dec;ined‘oye;rtimgAandryas more discrepgnt, espgqia;;yﬂig»]?&jranq
1988, from the corresponding correlations for Domains I and III
than would be expected from the nominal weights of .10 and .15.

A reason for the apparently low correlation between Domain V
and the composite is that the Domain V scores have relatively low
correlations with the other four Domain scores {see Rakow & Malo,
1989). Domain scores I through IV have relatively high
intercorrelations, especially when compared to the intermnal
consistency coefficients. Indeed, those Domain intercorrelations
are high enough to suggest that differences in relative standing

on the first four domains should be interpreted with cauation.

0 . . ¥ . Diff "
Among Career Ladder lLevels

French, Malo, and Rakow (1987) and Rakow and Malo (1989)
investigated the differentiation among Career Ladder Levels I, II,
and III by computing standardized means of subscores for
participants who achieved each level. The differences between
means in standard deviation units provided an index of the degree
to which each subscore contributed to the differentiation between
Levels attained.

We conducted parallel analyses for Domain scores separately
for participants in 1986, 1987, 1988, and 1989. Our results are
consistent with those reported earlier by French, Malo, and Rakow
(1987) and by Rakow and Malo (1989). They show that all five
Domain scores contribute to the differentiation among Levels

attained. As would be expected, the sharpest differentiation




96

among Levels is provided by Strategies, the Domain which receives
the largest weight in the composite. Classroom Management, which
has the second largest weight, does tne second best job of
distinguishing among Levels, and, as would be expected from its
low weight and modest correlation with the composite, the
Leadership Domain does not distinguish among the Levels as sharply

as the other Domain scores do.

S itivi Ana

By eliminating one Domain score at a time and rescaling the
composite based on the weighted combination of the remaining four
scores it 1s possible to get some sense of the degree to which CLS
results are sensitive to the inclusion or exclusion of any
particular Domain. The estimates of the alternate composite
scores and levels for each combination of four of the five Domain
scores are illustrated in Table 6.

As can be seen in Table 6, the illustrative candidate had a
score just below the Level II minimum score, but was well above
the minimum on the Domains that receive small weights (Domains III
and V). Scores on both of the highly weighted Domains (II and
IV), however, are below the 600 cutoff. Therefore, it is not
surprising chat the estimated scores based on tne exclusion of one
of the latter Domains exceed 600. It might also be noted that
simply weighting all five Domains equally would have results in a

score of 612 for this illustrative candidate.
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Calculations such as those illustrated in Table 6 for a single
candidate were performed for all candidates in the 1986, 1987,
1988, and 1989 data sets. The resulting alternative composites,
labeled C1234, C1235, Cl1245, C1345, and C2345, where the numbers
indicate the Domains included, were intercorrelated and used to
investigate the relationship of background characteristics to
alternate composites. The latter results will be considered
later. Here we focus on the correlational results.

For the 1986 and 1987 data sets the correlation between the
operational composite and any of the alternative composites was in
every case rounded to .99 or 1.00. This suggests that changing to
one of the alternative measures would yield essentially equivalent
results. Correlations for the 1988 and 1989 data sets were lower,
but still very high. The lowest correlation in both 1988 and 1989
was .96, a value that was obtained between C1345 and the
operational composite. (C1345 is the alternate composite obtained
by eliminating Domain II, Strategies. Since Strategies was
previously shown to have the largest nominal and effective
weights, it is hardly surprising that elimination of that Domain
score would yield an alternate composite that had the lowest
correlation with the operational composite. The fact that even
that radical change would still yield an alternate composite that
is correlated at least .96 with the composite actually in use
suggests that the results are not sensitive to the particular

configuration of Domain scores and weights.
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| L ¢l ot Re] i c Ladd I ]

The 1986, 1987, 1988, and 1989 data files were used to
investigate the relationship of background characteristics to CLS
performance. Those files contained data designating racial-ethnic
group status, gender, and division of the state for most
participants. These data were used to investigate the possibility
that the Career Ladder Level attained is related to the race,
gender, or location in the state of the applicants.

Table 7 presents the number of candidates applying for either
Level II or Level III status and the percent of those applicants
who attained one of those Levels separately for Black and White
applicants for each year and for the sum of the four years. Also
shown is the number applying for Level III and the percent of
candidates who attained Level III separately for Blacks and
Whites. Since results for candidates that did not specify a
racial~ethnic group or specified a group other than Black or White
are not included, the number of candidates within any year is less
than was available for the correlational analyses reported above.

As can be seen in Table 7, the success rate for Black
applicants was less than that achieved by White applicants in
every year. The discrepancies are larger for Level III applicants
than for Level II applicants. There are many possible reasons for
the differences in success rates for Black and White applicants,
including group differences 1in educational preparation and in
teaching experiences, that we were not able to investigate within

the constraints of the present study. However, as is discussed
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below, we did investigate the degree to which the differences
' shown in Table 7 might be sensitive to the particular weighting of
the Domain scores used to determine the composite score.

Table 8 reports results for gender that are parallel to those
shown in Table 7 for Blacks and Whites. There it can be seen that
female applicants, particularly for Level III, have a higher
success rate than do their male counterparts.

Similar analyses were conducted by division of the State.
Since the latter analyses did not reveal any sizable differences,
those results are not reported here. District comparisons of the
proportions of teachers at each Career Ladder Level were also
made. With one exception, the proportion of Level III teachers
did not vary greatly by district. Excluding the Northwest
Tennessee District, which had 14.1 percent of its teachers at
Level III in September, 1989, the percent of Level III teachers by
district varied only by 1.8 percent, ranging from a low of 10.1
percent for the Upper Cumberland District to 11.9 percent for the
East Tennessee District.

Some relatively large differences in the percentage of
teachers at Career Ladder Levels II and III can be found, however,
for counties that are at the extremes of the per capita income
distribution. According to the Tennessee Statistical Abstract for
1989, only Williamson County, with a total of 488 teachers at
Career Ladder Levels I, II, or III in September, 1989 had a per
capita income greater than $17,000 in 1986, the most recent year

reported in the Statistical Abstract. On the other hand, four
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counties (Fentress, Hancock, Lewis, and Pickett), with a total of
316 teachers at Career Ladder Levels I, 1II, or III, had per capita
incomes below $7,000 in 1986. Roughly one teacher in four (27.5%)
in Williamson County had attained either Level II or Level III
status, compared to only about one teacher in ten (10.4%) across
the four counties with the lowest per capita income. The
corresponding figures for Level III are 15.1% for Williamson
County and 7.0% for the combination of the four counties with the
lowest per capita income.

Sff FC . Definiti e p Diff

in Passing Rates

In an attempt to investigate the possibility that the group
differences in passing rates could be reduced by different
definitions of the composite score, five alternate composites,
each defined by excluding one of the Domain scores were used to
estimate the failure rates by race and gender. Estimates of the
percent of applicants for either Level II or Level III who would
have attained the minimum standard of 600 if one of the
alternative composites had been used are provided separately for
Black and White applicants in Table 9.

It is evident from an inspection of Table 9 that the alternate
composites would not markedly alter the magnitude of the group
differences in passing rates. Tiie estimated passing rates do
differ somewhat for the different alternate composites, but the
composites that have a higher passing rate for Black applicants

generally also have a higher passing rate for White applicants.
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Thus, there is no basis for suggesting one of these alternative
compoéites for'purpdses of reducing the group differences in

percent passing.

All of the results considered to this point have been based
only on Career Ladder Indicators of teacher performance. External
indicators of teacher excellence are difficult to obtain. One
could imagine instituting another data collection system that
would attempt to provide independent indicators of excellence of
teaching against which the CLS could be validated. However, such
a system would not only be expensive, but would be subject to the
same questions about its validity that confront the CLS.
Consequently, our best source of external evidence regarding the
CLS comes from the performance of teachers who have been
recognized as excellent by other programs when they participated
in the CLS.

The performance of finalists in award programs and that of
recipients of awards in the CLS was provided by the Tennessee
Department of Education. Data for a total of 6 such programs
involving anywhere from 7 to 129 Tennessee teachers were obtained.
For each program, the percent of award recipients who participated
in the CLS was computed. Among those who participated the percent
that had a composite score exceeding the Level II minimum (600)

and the percent with a composite score exceeding the Level III
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minimum (700) were calculated. The results of these calculations

are”summarized inATable 10.

As can be seen, slightly over two-thirds of teachers who were
recognized by one of the six programs shown in Table 10 applied
for Level II or Level III. This is a substantially higher rate of
application than for the state as a whole, suggesting that
teachers who are judged to be outstanding on grounds other than
the CLS are also more likely to apply to the CLS than aAre their
peers who have not been recognized.

More directly relevant to the validation of the CLS, however,
is the performance of the recognized teachers on the CLS
composite. Approximately 19 out of 20 of the award recipients who
apply achieve scores that exceed the minimum for Level II and
approximately 9 out of 10 achieve scores above the Level III
minimum. When these numbers are contrasted with the passing rates
shown, for example, in Tables 7 and 8 it is obvious that teachers
who are judged outstanding by one of these programs are also much
more likely to qualify for Career Ladder Levels II or III than are
a cross section of teachers. The strong showing of award
recipients in the CLS provides external evidence that the System

measure is a valid indicator of outstanding teaching.

Concluding Comments
The measures used in the CLS have been demonstrated to have
relatively high internal consistency. Although the Domains are

not sharply distinguished by the various measures, this is not a

1o




103

serious shortcoming because decisions are based on the combined
results from all five Domains. >Sensitivity analyses suggest that
CLS results are not very dependent on the particular combination
of weights and measures. Thus, there is no basis for suggesting
another combination of measures that would either improve validity
or reduce the magnitude of group differences in attainment of
Career Ladder Levels II or III.

There is a limited amount of statistical evidence on which to
judge the validity of the CLS against external indicators of
excellence in teaching. What evidence there is comes from the
performance of recipients of awards in the CLS and that evidence
is quite positive. The high participation rates and high passing
rates of teachers have been recognized as outstanding on other
grounds, together with the wealth of evidence supporting the
content validity of the instruments that was discussed in earlier
sections of this report, provide a strong basis of support for

Tennessee's CLS.




104

Chapter VII: Conclusions—Summary of Findings, Related
Issues and Recommendatiorns

Findings and related issues regarding the content and
statistical properties of specific instruments and procedures are
detailed within the preceding chapters and summarized below.
Additionally, this chapter considers those findings and issues
which are more programmatic in nature and posits several
recommendations. Most of our conclusions are directly related to
the validity issues targeted by the study. However, we also felt
obligated to in-lude pertinent incidental findings. Together,
the findings, issues, and recommendations speak to the validity of
inferences made about teaching quality on the basis of composite
Career Ladder System (CLS) data. Individual instruments and
procedures contribute to, but cannot constitute, the sole bases
for such inferences.
summary

Development . Existing documentation justifies the conclusion
that technically sound and professionally recognized procedures
were used to identify the Domains and Competencies assessed by the
CLS instruments. The evidence further suggests that the processes
and methods used to modify and refine the various instruments and
procedures over time have been appropriate, politically sensitive,
and based on the results of data analyses, expert judgment, and
feedback from CLS participants.

With few exceptions, substantive changes in the instruments or
procedures have been relatively minor across time. This may be

partly due to the fact that in the initial development stages,

14,
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only those Competencies and Indicators rated favorably by at least
70% of surveyed teachers wére retained. Also, Subsequent
revisions were based, in part, on candidate feedback.

The few, relatively major changes have included the 1985-86
replacement of the Candidate Interview and Portfolio with the
Dialogues and PDL Summary, the replacement of the Superordinate
Questionnaire with the Principal Questionnaire, and the
elimination of the Peer Questionnaire. These changes were
justified on the bases of data collection and analyses
experiences, the judgment of nationally renowned experts, and CLS
participant feedback. 1In short, the eliminated or replaced
instruments lacked candidate credibility, inadequately contributed
to differentiation among Career Ladder Levels, and/or were
dysfunctionally cumbersome to administer or evaluate. The 1985-86
instrumentation changes added to the efficiency, credibility, and
validity of the System without compromising the previously
identified Competencies and Indicators.

In 1987-88, the K-2 Student Questionnaire was eliminated.
Despite repeated modifications, it remained difficult to
administer and continued to yield little meaningful data beyond
that available from other, more reliable sources (e.g., grade 3-12
Student Questionnaires).

Content. Given appropriate training and implementation,
results yielded by the instruments should contribute to valid
inferences regarding teaching quality. The instruments'

Competencies and Indicators are Dbased on effective teaching
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research, consensus by Tennessee teachers, expert judgment, and
the Commission's reasoned approval. Also, the content of the
instruments is generally consistent with teacher evaluation
systems developed over the last decade. This general consistency
does not imply that Tennessee's needs could have been met by
adapting another system.

Evaluator Training and Selection. There is strong evidence
that the content of training in the Dialogue, Observation, and
PDIL instruments is appropriate and adequate. The training has
been observed to be of sufficient duration and depth to provide a
basis for reliable use of the instruments and related procedures.
By comparison, the need for extensive training in Questionnaire
administration is minimized by the straightforward instructions
contained in the Evaluator Training Manual (e.g., Tennessee State
Department of Education, 1988-89). Nonetheless, actual
administration allows for discretion on the part of the evaluator-
-discretion which seems reasonable but which may also influence
the reliability of results. The extent to which evaluators
actually modify the administration guidelines contained in the
Evaluator Training Manual 1s not assessable at this time.

The criteria and procedures for selecting evaluators are
basically sound. The application criteria include teaching
experience, subject matter and grade level expertise, writing
ability, and communication skills. All of these seem both
reasonable and necessary basic qualifications which, along with an

adequate training program, should yield competent evaluators.
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The current process used for selecting evaluators from among
the pool of gqualified applicants-—a pool that calls for
appropriate representation by race, sex, and geographic region--
requires that (1) all applications be read by two Department of
Education staff and rated according to the qualifying criteria and
(2) highly rated candidates be personally interviewed by two
members of the staff., This process is reasonable and responsive
to the need to fairly interview large numbers of candidates within
short and intense timeframes.

Reliability and Implementation. In order to become certified,
trainee evaluators must meet the criteria for reliability. The
criteria are based on 80% agreement with pre-established expert
judgment. Hence, it may be concluded that certified evaluators
are able to reliably apply the Dialogue, Observation, and PDLS
instruments.

The extent of interrater reliability based on actual classroom
observations, rather than on training tapes, is not known. Dual-
observer classroom observations are no longer used, one reason
being that teachers perceived two observers as a signal that the
System was not reliable.

Also unknown is the extent to which a candidate's writing
ability 1s confounded with the quality of the activities assessed
by the PDLS. Given the wvirtual unavoidability of such confounds,
several controls have been built into the System (e.g.,
independent readings and ratings by two evaluators who must then

reach consensus).

=
‘o




108

The Questionnaires are reliable as demonstrated by their
internal>consisteﬁcy coefficients. Hd&éver, the validity of the
Principal Questionnaire must be interpreted with caution since the
principals' ratings are individual, identifiable from other data
sources, and ultimately known to the candidate. Despite this
caution, and despite the fact that the results of the
Questionnaires add little to the overall Jjudgment of teaching
quality, their inclusion is politically expedient. Also, there is
no evidence that such inclusion negatively impacts CLS decisions.
Engrammatj C E:j ndj ngs { l ssyes

Psychometric Properties. Insofar as applicable, internal
consistency reliability has been established for each of the CLS
Domains: Planning, Teaching Strategies, Evaluation, Classroom
Management, and Professional Development and Leadership. Although
high internal consistency 1is not a requirement for effective
measures, particularly composite measures based on relatively
heterogeneous subscores, Table 1 indicates that the magnitudes of
the five Domain coefficients are at reasonable levels. The
subscores on which the Domain scores are based have relatively
high levels of internal consistency.

Multitrait-multimethod methodology provided weak evidence of
convergent validity among Domain scores and no evidence of
differential validity. Given the rater-reliance of the various
scores making up the composite, these findings are not
particularly unusual. Rather, they suggest the importance of

using more than one evaluation method to arrive at a composite as
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well as the importance of basing decisions regarding CLS
attainment levels on éomposite, rather than Domain, scores.

Weilghting and Scoring. Correlations between the data scores
within each Domain (data scores being nominally weighted
composites based on scores yielded by portions of individual
instruments) and their corresponding domain scores are extremely
high (.97-.99). These correlations suggest that the Principal
Questionnaire and consensus scores, which combine with the DATA
scores to form Domain scores, are technically unnecessary.
However, their inclusion adds to the credibility of the process
and does not detract from its validity.

The Domain scores for all domains except Professional
Development and Leadership have relatively high intercorrelations.
These findings suggest that relative standings across Domains
should be interpreted with caution.

All five Domain scores contribute to the differentiations
among CLS Levels with the greatest contribution being made by the
Teaching Strategies Domain which carries the largest nominal
weight (.35) and the least contribution being made by the
Professional Development and Leadership Domain which carries the
smallest nominal weight (.10). BAnalyses ¢f composite scores that
were based on the systematic elimination of single Domain scores
and weighted combinations of the remaining scores indicates that
similar decisions regarding CLS attainment Levels would result.
Hence, while all Domain scores positively contribute to the

composite score, eliminating single Domain scores and
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redistributing the weight of the missing Domain score among the
remaining Domains does not differentially affect CLS Level
attainment decisions.

Group Differences in Passing Rates. The data indicate that
Black teachers have been somewhat over-represented at Career
Ladder Level I and under-represented at Levels II and III. These
findings may reflect the national shortage of minority teachers,
the age/experience distribution of Tennessee teachers according to
race, or the high percentage of candidates who did not specify
their race on the data forms. Regardless of the reasons, the
success rate for Black applicants was less than that achieved by
White applicants in every year (1986-1989).

There are also gender differences in passing ;ates. Female
applicants, particularly for Level III, have a higher success rate
than do their male counterparts.

There is relatively little variation in passing rates across
the major geogravhic regions of the state. However, relatively
large differences in the percentage of teachers at Career Ladder
Levels II and III exist with respect to per capita income. In a
county having an average per capita income of $17,000 in 1986,
27.5% of the teachers had attained either Level II or Level III
status. In four counties having an average per capita income of
less than $7,000, only 10.4 % of teachers had attained either
Llevel II or Level III status. At Level III, the attainment rates

were 15.1% and 7.0%, respectively.
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Alternative composite scores, based on exclusion of one of the
Domain scores, were used to estimate success rates by race and
gender. As shown in Table 9, the alternative composites would not
substantially change the degree of success.

External Criteria. Teachers judged as outstanding on grounds
other than the CLS are more likely to apply to the CLS than their
unrecognized peers. They are also more likely to achieve Level II
or Level III status, indicating that the CLS is a valid indicator
of teaching excellence.

. The comprehensiveness and professional delivery of the
evaluator training component of the CLS is laudable. It
is also too dependent upon individual trainers; hence,
its transportability is limited. While the training
manuals and materials are impressively extensive, the
training procedures, themselves, require detailed
documentation. This is particularly important given the
recent loss of staff involved in the conceptualization
and on-going development of the System. Critical to this
documentation process is the need to explicitly specify
the decision rules for the reliability criteria used for
training and certification purposes.

. Evaluator self-reports indicate that their training and
experience has enriched and enhanced their classroom

performance. Their individual and collective knowledge
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and experience warrants consideration as a potential
resource for furthering Tennessee's educational goals.
Inferences based on individual CLS Instruments or Domain
scores are not valid for Jjudgments about attainment
Levels. Such decisions should be based on composite
scores only.

The performance differences with regard to race and sex
(1) underscore the importance of the evidence provided
for external and content validity, (2) may warrant
additional explanatory investigation, and (3) suggest the
need for active recruitment and program marketing. At
present, staff seem too lean and busy to market the true
nature of the System.

The content of the CLS has implications for the content
of Tennessee's teacher education programs. Ways in which
the State Department of Education and institutions of
higher education can work together to recr